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Abstract

This thesis brings forth several contributions to the controllability theory of free boundary
problems, to the turnpike property for nonlinear optimal control problems, and to the
modern theory of deep supervised learning.

IN PART I, we set-up a systematic methodology for the exact-controllability of free
boundary problems, governed by diffusive partial differential equations, to specific, pos-
sibly nontrivial targets, by combining a careful study of the linearized problem and fixed
point arguments. We distinguish problems wherein the linearization is either controllable
by using spectral techniques for deriving the needed observability inequality (e.g. when
controlling the one-dimensional porous medium equation to its self-similar Barenblatt
trajectory) or by a combination of Carleman inequalities with compactness arguments
(in the context of a free boundary problem for the one-dimensional viscous Burgers equa-
tion, where steering the free boundary is seen as a finite-dimensional constraint on the
control). We emphasize the importance of controlling not only the solution of the PDE,
but also the free boundary, to a prescribed configuration.

This analysis culminates with the controllability study of the one-phase Stefan prob-
lem with surface tension set in a strip-like geometry in two space dimensions. Using a
control actuating along the flat bottom, under smallness conditions on the initial data,
we prove the null-controllability of both the temperature and the position of the free
boundary in any positive time. The null-controllability of the linearized problem is
covered by means of a Fourier decomposition in the periodic horizontal variable, and
null-controllability results uniform with respect to the Fourier parameter of the one-
dimensional problems, obtained using spectral techniques for the non-zero Fourier modes,
with the zero mode system being seen as a control problem with a finite-dimensional con-
trol constraint. We conclude by commenting on the feasibility (or rather, lack thereof) of
performing a vanishing surface tension limit in view of addressing the control properties
of the classical Stefan problem.

IN PaRrT II, we present a new proof of the turnpike property for nonlinear optimal con-
trol problems, when the running target is a stationary solution of the free dynamics. By
using of sub-optimal quasi-turnpike trajectories (via a controllability assumption) and a
bootstrap argument, and bypassing an analysis of the optimality system or linearization
techniques, we are able to address finite-dimensional, control-affine systems with glob-
ally Lipschitz nonlinearities. We show that our methodology is applicable to controlled
PDEs as well, such as the semilinear wave and heat equation with a globally Lipschitz
nonlinearity.

IN PART III, we study the behavior of supervised learning problems for neural ODEs
when the final time horizon T is increased, a fact that may be interpreted as increasing
the depth in the associated residual neural network (ResNet) setting.

For the classical L?-regularized empirical risk minimization problem, under homo-
geneity assumptions on the neural ODE dynamics, we prove that the training error decays
to zero with a (almost) polynomial rate when T goes to infinity. In the context of regres-
sion tasks, the optimal parameters are furthermore shown converge to minimal L?-norm
parameters in the interpolation regime. Moreover, a natural scaling between the time
horizon T" and the parameter regularization A appears, and we therefore obtain the same



convergence results when A goes to zero and the horizon is fixed. These results thus allow
us to stipulate generalization properties in the overparametrized regime, and are aligned
with results on regularization path convergence (A to zero) and implicit regularization of
gradient descent for linear models or two-layer perceptrons.

Following the insight of Part II, we also propose an augmented learning problem
by adding an artificial regularization term of the state trajectory over the entire time
horizon. Applying the turnpike results, we obtain an exponential rate of decay for the
training error and for the optimal parameters in any time — an improved estimate for the
depth required to reach almost perfect training accuracy.

In the context of the augmented learning problem with L'-parameter regularization,
and under homogeneity assumptions on the dynamics (typical for ReLU activations), we
prove that any global minimizer is sparse, in the sense there exists a positive stopping
time beyond which the optimal parameters vanish. In practical terms, when extrapolated
to the ResNet context, a shorter time-horizon in the optimal control problem can be
interpreted as considering a shallower ResNet, which lowers the computational cost of
training. We may also provide quantitative estimates on the stopping time, and on the
training error of the neural ODE trajectories at the stopping time. The latter stipulates
a quantitative approximation property of neural ODE flows with sparse parameters.

Keywords. Controllability, free boundary problems, viscous Burgers equation, thin-film
equation, porous medium equation, degenerate parabolic equation, Stefan problem, phase
transitions, Gibbs-Thomson correction, surface tension, optimal control, turnpike theory,
nonlinear systems, stabilization, deep learning, ResNets, neural ODEs, regularization path,
generalization, sparsity.
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Resumen

En esta tesis se aportan varias contribuciones a la teorfa de control para problemas de
frontera libre, a la teoria de Turnpike para problemas de control éptimo no lineales, y a
la teoria de aprendizaje supervisado profundo (supervised deep learning).

EN LA PARTE I, se establece una metodologia sistemética para la controlabilidad exacta
a estados especificos, posiblemente no triviales, de problemas de frontera libre gober-
nados por ecuaciones en derivadas parciales difusivas. Para ello se combina un estudio
cuidadoso del problema linealizado con argumentos de punto fijo. Distinguimos dos tipos
de problemas: en uno el problema linealizado es controlable mediante el uso de técnicas
espectrales que permiten derivar la desigualdad de observabilidad necesaria (por ejem-
plo, cuando se controla la ecuacién de medios porosos unidimensional a su trayectoria de
Barenblatt auto-similar); en el otro se combinan desigualdades de Carleman con argu-
mentos de compacidad (en el contexto de un problema de frontera libre para la ecuacion
de Burgers viscosa unidimensional, donde la direcciéon de la frontera libre se ve como
una restriccion de dimension finita para el control). En este contexto, destacamos la
importancia de controlar, no solo la solucién de la EDP, sino también la frontera libre a
una configuraciéon prescrita.

El anélisis se culmina con un estudio de la controlabilidad para un problema de Ste-
fan de una fase con tension superficial, planteado en un domino similar a una banda de
dimension dos. Utilizando un control que actiia a lo largo del fondo plano, en condiciones
de pequenez del dato inicial, probamos controlabilidad a cero en cualquier horizonte tem-
poral, tanto de la temperatura como de la posicion de la frontera libre. La controlabilidad
a cero del problema linealizado se aborda mediante una descomposicién de Fourier en la
variable horizontal periédica y resultados de controlabilidad a cero uniformes respecto al
parametro de Fourier del problema unidimensional. Estos se obtienen mediante técnicas
espectrales para los modos de Fourier no nulos, con el sistema de modo cero visto como
un problema de control con una restriccion de control de dimensién finita. Concluimos
con una discusion sobre la viabilidad (o mas bien, la falta de ella) de implementar técnicas
de tension superficial evanescente para abordar la controlabilidad del problema clasico
de Stefan.

EN LA PARTE 11, presentamos una nueva demostracion de la propiedad de turnpike para
problemas de control 6ptimo no lineales, para casos en los que el estado objetivo es una
solucién estacionaria de la dinamica libre. Combinando la construcciéon de trayectorias
cuasi-Turnpike suboptimas (bajo hipotesis de controlabilidad) con un argumento de tipo
bootstrap, y sin tener que depender del analisis del sistema de optimalidad o técnicas de
linealizacién, somos capaces de establecer resultados de turnpike para sistemas no lineales
en dimensién finita, con control afin, y con dindmica globalmente Lipschitz. Ademas,
demostramos que nuestra metodologia también es aplicable a EDPs controladas, como
la ecuacion de ondas semilineal y la ecuaciéon del calor semilineal con no linealidad es
globalmente Lipschitz.

EN LA PARTE III, estudiamos el comportamiento de problemas de aprendizaje super-
visado para EDOs neuronales cuando se incrementa el horizonte temporal T', hecho que
se puede interpretar como un aumento de la profundidad de la red neuronal residual
(ResNet) asociada.

vii



Para el problema clésico de minimizacién del riesgo empirico con una regularizaciéon
L? de los parametros, bajo la hipétesis de homogeneidad de la dindmica, probamos que
el error sobre el conjunto de datos de entrenamiento decae a cero con una tasa (casi) poli-
nomial cuando T tiende a infinito. En el contexto de problemas de regresion, mostramos
ademas que los parametros 6ptimos convergen a los parametros de norma L? minima
que interpolan los datos de entrenamiento. Ademas, como consecuencia de un cambio de
escala entre el horizonte temporal T y el hyper-parametro de regularizacion A, los mismos
resultados de convergencia se pueden obtener cuando A tiende a cero y el horizonte tem-
poral es fijo. Estos resultados nos permiten estipular propiedades de generalizacién en
el régimen sobreparametrizado (overfitting), y se encuentran en la misma linea que otros
resultados existentes de convergencia para la trayectoria regularizada limite (A tiende
a cero) y la regularizacion implicita del gradiente descendente para modelos lineales o
perceptrones de dos capas.

Siguiendo las ideas de la Parte II, también proponemos un problema de aprendizaje
aumentado agregando un término artificial de regularizacion para la trayectoria del estado
en todo el intervalo de tiempo. Aplicando los resultados de turnpike, obtenemos una tasa
de decaimiento exponencial para el error de entrenamiento y para los pardmetros 6ptimos
en toda la trayectoria. Esto da lugar a una estimacién mejorada de la profundidad
requerida para asegurar una precision de entrenamiento prefijada.

En el contexto de los problemas de aprendizaje aumentado con regularizacién L! de
los parametros, y bajo supuestos de homogeneidad de la dinamica (tipico de funciones
de activacion de tipo ReLU), demostramos que cualquier minimizador global es sparse
or ralo, en el sentido de que existe un tiempo de parada, a partir del cual, los pardmetros
6ptimos son nulos. En términos préacticos, cuando se extrapola al contexto ResNet, un
horizonte temporal mas corto en el problema de control éptimo puede interpretarse como
una ResNet menos profunda, lo que reduce el coste computacional del entrenamiento.
También proporcionamos estimaciones cuantitativas sobre el tiempo de parada y sobre
el error de entrenamiento de las trayectorias éptimas de la EDO neuronal. Este resul-
tado estipula una propiedad de aproximacion cuantitativa para EDOs neuronales con
parametros sparse.

Palabras clave. Controlabilidad, problemas de frontera libre, ecuaciéon de Burgers viscosa,
ecuacion de pelicula delgada, ecuacién de medios porosos, ecuaciones parabodlicas degen-
eradas, problema de Stefan, transiciones de fase, correccion de Gibbs-Thomson, tensién su-
perficial, control 6ptimo, teoria de Turnpike, sistemas no lineales, estabilizacion, aprendizaje
profundo, ResNets, EDO neuronales, trayectoria de regularizaciéon, generalizacién, sparsidad.
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Chapter 1

Introduction

The field of control provides the principles and methods used to design inputs which
ensure that systems — arising in common physical, biological or sociological contexts—,
reach a desired configuration in some time, or maintain a desirable performance over time.
By leveraging technological improvements in sensing and computing with breakthroughs
in the underlying mathematics, control strategies have become ubiquitous in most applied
fields, including manufacturing, electronics, communications, transportation, networks,
and many military systems.

The core object of use in modern control theory are dynamical systems, namely sys-
tems which evolve over time, governed by ordinary or partial differential equations. In
principle, they all take the form

{y(t) = fy(t), u(?)),

+initial conditions

where y(t) represents the state of the system (which could be, for instance, the velocity
of a fluid, the temperature of a body, the vibration of a string, and so on), and wu(t)
represents the control input. Such formalisms go as back as the XVIIth century and the
back to inventors of differential calculus — Newton and Leibniz. For instance, Newton’s
second law, which relates the acceleration of an object with the forces which are applied
to it, takes the form

() = —g

where g is the gravitational constant. This is an ordinary differential equation, describing
the free fall of a ball in air; it is called ordinary since the number of unknowns is finite
(here, only the height of the ball). Partial differential equations, on the other hand,
involve an infinite amount of unknowns. For instance, when a string of length equal to
1 vibrates, denoting y(t, z) the displacement of the string at position z (with = between
0 and 1 denotes the horizontal position), one sees that there is an infinite amount of
positions x such that = € [0,1]. The equation describing the evolution of the string
thus involves not only the time derivatives, but also the spatial derivatives (and thus,
derivatives are partial, as they are taken with respect to one out of multiple variables);
it takes the form

Oty — 202y =0 for (t,x) € [0,T] x [0,1]
y(t,0) =u(t), y(t,1)=0 for ¢t€][0,T)

+initial conditions

where ¢ denotes the velocity of the waves in the string. The string equation is the first
partial differential equation to be formulated in such form, as derived by d’Alembert in
1747. The control input u(t), representing the height of the string at the left extremity,
can be of open-loop (where it is independent of the displacement y) or feedback form



Chapter 1. Introduction

(where it is a function of the displacement y) — we shall solely focus on the former in this
thesis.

In the open-loop context, the notion of ezact-controllability is the most natural objective
one could address: given an initial displacement yo and a target y;, can one find a control
input u(t) which steers the state from yo in time 0 to y; in time 7'? One could naturally
expect such an objective to be costly in practice, and it can be alleviated by considering
different variants if needed, such as almost reaching the target (approzimate controllabil-
ity), or reaching the target in infinite time (stabilization). A general paradigm, pioneered
successfully in many practical contexts, consists in formulating control problems via op-
timization — for instance, by minimizing some cost

minimize Cost(y, u).

This is a rather natural problem, which traces its roots to the calculus of variations and
continuum mechanics, and is nowadays at the core of optimal control theory, pioneered
in the 1950s by figures such as Bellman (and his dynamic programming principle) and
Pontryagin (and his maximum principle).

Note that the spatial domain in the string equation formulated above is one-dimensional.
This is certainly not always the case in nature, where different quantities and phenomena
may evolve in two or (generally) three space dimensions, in which case, one replaces the
interval by a more general higher dimensional domain. Furthermore, the domain itself
could be time-dependent, and in fact, an unknown of the problem itself. This is the case
of free boundary problems (also called moving interface problems), wherein part of the
boundary of the domain is an unknown, with its evolution being governed by another
differential equation. These problems are ommnipresent in nature and engineering. For
instance, in models of oceanic water waves ([170, 171]), the unknown fluid velocity is
governed by the Euler equations in the fluid domain, but the latter is bounded from
above solely by the free surface of the fluid (which represents the free boundary), which
evolves with the velocity. Free boundary problems constitute the prototypical models in
contact problems in elasticity [109, 270], fluid-structure interaction [238, 98, 114], water
waves and free surface flows [52, 53, 54|, phase transitions [134, 68|, stock pricing in
finance [172, 58], transonic shock waves [59], and so on. Due to the immense impact of
these systems in modern industrial and societal contexts such as cardiovascular modeling
[106, 74], coastal engineering for wind and wave energy harvesting [29, 79|, and ice sheet
forecasts [240, 241], the control properties thereof are of particular interest, and represent
one of the directions addressed in this thesis.

The advent of big data in the past decade and the exponential increase in computing
power have led data-driven and machine learning methods to become a new frontier
in both theoretical and applied research, due to their universal applicability. In certain
contexts, they can supersede classical control methodologies for physically derived models
based on partial differential equations. Part of this is due to the incredible success of
deep learning [176], which makes use of models called neural networks, which represent
iterated compositions of simple nonlinearities and parametric affine maps. Yet in most
contexts, neural networks can be reinterpreted as controlled dynamical systems, with
optimizable parameters playing the role of controls. This leads one to view many deep
learning paradigms as compound optimal control problems. Mastering the stability and
regulating and tuning the various free hyper-parameters to derive simplified architectures
is a challenge in which the analytical and computational methods of control theory find
a natural and important application, as illustrated in this thesis.

1.1 Contributions of the thesis

This thesis brings forth several contributions to the controllability theory of free boundary
problems, to the long-time behavior of nonlinear optimal control problems, and to the
modern theory of deep supervised learning. We review these contributions hereafter.



1.1. Contributions of the thesis

Part 1. Controllability of free boundary problems.

e In Chapter 2, we address the local controllability of a one-dimensional free boundary
problem for a fluid governed by the viscous Burgers equation. The free boundary
manifests itself as one moving end of the interval, and its evolution is given by the
value of the fluid velocity at this endpoint. We prove that, by means of a control
actuating along the fixed boundary, we may steer the fluid to constant velocity in
addition to prescribing the free boundary’s position, provided the initial velocities
and interface positions are close enough.

Chapter 2 is taken from [116]:

Controllability of one-dimensional viscous free boundary flows.
B. Geshkovski and E. Zuazua, 2019.
https://hal.archives-ouvertes.fr/hal-02277740/
Accepted for publication in SIAM J. Control Optim.

e In Chapter 3, we investigate the null-controllability of a nonlinear degenerate
parabolic equation, which is the equation satisfied by a perturbation around the
self-similar solution of the porous medium equation in Lagrangian-like coordinates.
We prove a local null-controllability result for a regularized version of the nonlinear
problem, in which singular terms have been removed from the nonlinearity. We use
spectral techniques and the source-term method to deal with the linearized prob-
lem and the conclusion follows by virtue of a Banach fixed-point argument. The
spectral techniques are also used to prove a null-controllability result for the lin-
earized thin-film equation, a degenerate fourth order analog of the problem under
consideration.

Chapter 3 is taken from [115]:

Null-controllability of perturbed porous medium gas flow.
B. Geshkovski.

ESAIM: COCV, 26, 85-105, 2020.
https://doi.org/10.1051/cocv/2020009

e In Chapter 4, we study the controllability properties of the one-phase Stefan prob-
lem with surface tension set in a strip-like geometry in two space dimensions, a
system which may be seen as a singular perturbation of the classical Stefan prob-
lem via a regularizing term on the free boundary. Using a control actuating along
the fixed flat bottom, under smallness conditions on the initial data, we prove the
null-controllability of both the temperature and the position of the free bound-
ary in any positive time. Our techniques rely on a careful analysis of the linear
problem, which is obtained after fixing the domain via a harmonic extension diffeo-
morphism. The null-controllability of the linearized problem is covered by means of
a Fourier decomposition in the periodic horizontal variable, and null-controllability
results uniform with respect to the Fourier parameter of the one-dimensional prob-
lems. The latter are obtained using spectral techniques for the non-zero Fourier
modes, whereas the zero mode system is seen as a controllability problem with a
finite-dimensional constraint. The nonlinear problem may be tackled by combin-
ing an adaptation of the so-called source-term method, and a Banach fixed-point
argument. We comment on the feasibility (rather, lack thereof) of performing a
vanishing surface tension limit in view of deriving the controllability of the classical
Stefan problem.

Chapter 4 is a work in collaboration with D. Maity.
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Part I1. Long-time optimal control.

e In Chapter 5, we present a new proof of the turnpike property for nonlinear opti-
mal control problems, when the running target is a stationary solution of the free
dynamics. Our strategy combines the construction of sub-optimal quasi-turnpike
trajectories (via a controllability assumption) and a bootstrap argument, and does
not rely on analyzing the optimality system or linearization techniques. This in
turn allows us to address finite-dimensional, control-affine systems with globally
Lipschitz (possibly nonsmooth) nonlinearities. We show that our methodology is
generic and applicable to controlled PDEs as well, such as the semilinear wave and
heat equation with a globally Lipschitz nonlinearity.

Chapter 5 is taken from [96]:

Turnpike in Lipschitz-nonlinear optimal control.

C. Esteve, B. Geshkovski, D. Pighin and E. Zuazua, 2020.
https://arxiv.org/abs/2011.11091

Part II1. Interplay of deep learning and control.

e In Chapter 6, we study the behavior of supervised learning problems for neural
ODEs when the final time horizon T is increased, a fact that may be interpreted
as increasing the depth in the associated residual neural network (ResNet) setting.

For the classical L?-regularized empirical risk minimization problem, under ho-
mogeneity assumptions on the neural ODE dynamics, we prove that when T goes
to infinity, the training error decays to zero with a (almost) polynomial rate. In
the context of regression tasks, the optimal parameters are also shown converge
to minimal L?-norm parameters which interpolate the dataset. Moreover, moti-
vated by the fact that the L?-regularization context, a natural scaling between the
time horizon 7T and the regularization hyper-parameter A appears, using similar
arguments, we obtain the same convergence results when A goes to zero and the
horizon is fixed. These results thus allow us to stipulate generalization proper-
ties in the overparametrized regime — now seen from the large depth and neural
ODE perspective—, and are aligned with results on regularization path convergence
(i.e., A to zero) and implicit regularization of gradient descent for linear models or
two-layer perceptrons.

To enhance the polynomial decay rates of the training error, we propose an aug-
mented learning problem by adding an artificial regularization term of the state
trajectory over the entire time horizon. We apply the turnpike and stabilization
results of Chapter 5 to obtain an exponential rate of decay for the training error
and for the optimal parameters in any time — an improved estimate for the depth
required to reach almost perfect training accuracy.

The aforementioned asymptotic regimes are also discussed in the context of contin-
uous space-time neural networks taking the form of nonlinear integro-differential
equations, which provide a framework for addressing ResNets with variable widths.

Chapter 6 is taken from [95]:

Large-time asymptotics in deep supervised learning.

C. Esteve, B. Geshkovski, D. Pighin and E. Zuazua, 2020.
https://arxiv.org/abs/2008.02491

e Finally, in Chapter 7, following the supervised learning framework of Chapter 6,
we focus on a cost consisting of an integral of the empirical risk over the time
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1.2. Part I: Controllability of free boundary problems

horizon and L'-parameter regularization, and under homogeneity assumptions on
the dynamics (typical for ReLU activations), we prove that any global minimizer
is sparse, in the sense that there exists a positive stopping time beyond which the
optimal parameters vanish. Moreover, under appropriate interpolation assumptions
of the model, we may provide quantitative estimates on the stopping time, and on
the training error of the neural ODE trajectories at the stopping time. The latter
stipulates a quantitative approximation property of neural ODE flows with sparse
parameters. In practical terms, when extrapolated to the ResNet context, a shorter
time-horizon in the optimal control problem can be interpreted as considering a
shallower ResNet, which lowers the computational cost of training.

Chapter 7 is taken from [272]:

Sparse approzimation in learning via neural ODEs.
C. Esteve Yagiie and B. Geshkovski, 2021.
https://arxiv.org/abs/2102.13566

Guide. We proceed by providing a brief introduction of the main paradigms in play in
each part (I to III), followed by a detailed summary of each individual chapter and select
results. Notation is local to each chapter.

1.2 Part I: Controllability of free boundary problems

We shall focus on time-evolving and one-phase free boundary problems, namely, free
boundary problems in which both the PDE and the free boundary evolve over time, and
wherein the free boundary is (part of) the bounding hyper-surface of the phase governed
by the PDE (with the complementary phase usually representing the vacuum). Time-
evolving free boundary problems are sometimes referred to as moving interface problems
in engineering contexts.

The origin of modern free boundary problems may perhaps be traced back to the famous
Stefan problem, a model of phase transitions in liquid-solid systems, first considered
in 1831 by Lamé and Clapeyron [66] in relation to the problems of ice formation in
the polar seas. Its general physical setup consists in considering a domain €2 which is
occupied by water, a part of whose boundary is some interface I" describing contact with a
deformable solid such as ice. Due to melting or freezing of the water, the regions occupied
by the water and ice will change over time and, consequently, the interface I' will also
change its position and shape, which indeed leads to the appearance of a free boundary.
The problem is named after J. Stefan [250], who formulated the problem circa 1890,
and validated the model by virtue of experimental data. The Stefan problem has since
found a variety of alternative applications, including in population dynamics ([90]) as a
generalization of the Fisher-KPP equation, in probability ([121]) as a hydrodynamic limit
of particle densities and random walks, and in computer graphics ([156]) for simulating
ice dynamics.

The Stefan problem is the prototypical time-evolving free boundary problem. In the
simplest, one-dimensional case, it may be written as

Vg — Uy, =0 in (OVT) ( (t))

v(t,0) = u(t), v(tL(t)=0 1in (0,7T)

0(t) = —v.(t, £(1)) in (0,7) (1.2.1)
v(0,2) = vo(2), £(0) = £ in (0,4p).

Here u = wu(t) is the control, actuating at the fixed end z = 0, and £(¢) represents the
moving free boundary. As we shall focus on free boundary problems such as (1.2.1),
where namely the PDE is parabolic (heat-like), and since our main interest will be to
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set-up a methodology for proving the controllability of both components of the system to
some (e.g. zero, but possibly non-trivial) trajectory in time T' > 0, we briefly illustrate
the main ideas used in the proof of controllability for the pure heat equation.

Let © C R? be a bounded and regular domain, let w C © be any open and non-empty
subset, let T' > 0, and consider the controlled heat equation

Yy — Ay =ul, in (0,7) xQ
y=0 on (0,T) x 09 (1.2.2)
Yit=0 = Yo in Qa

where u = u(t, z) is the control, actuating within the subset w, and yo € L%(f2) is a given
initial datum. The problem of null-controllability (which is equivalent to controllability
to any trajectory, due to the linearity of the system), consists in — given any initial
datum yo € L*(Q2) — finding a control u € L?*((0,T) x w) such that the unique solution
y € CO([0,T); L2(2)) N L2(0,T; H'(Q)) to (1.2.2) satisfies y(T,-) = 0 a.e in Q.

The main trick in proving the null-controllability of' (1.2.2) lies in noting that the identity

/Qy(T)sonxz/OT /wwpdxdt—l-/QyOQO(O)dx (1.2.3)

holds for all o7 € L?(2), where ¢ is the solution of the adjoint heat equation

—pt—Ap=0 in (0,7)xQ
=0 on (0,T) x A (1.2.4)
Pli=T = PT in €.

One then sees that to have y(7,-) = 0 a.e. in Q, the right hand side in (1.2.3) needs to
be zero for all . But the latter can be seen as the Euler-Lagrange equation for the
minimizer @7 of the functional

1 T
Jobs (1) = 5/ /<p2dxdt—/y0<p(0) dz,
0 w Q

with v = —@|,. Constructing the control u following the minimization of a convex
functional over the solutions of the adjoint problem, as described in what precedes, is the
goal of the Hilbert Uniqueness Method (HUM), introduced by J-L. Lions in [185, 184].
For the above heuristic for building the null-controls to be rigorous, one needs to ensure
that a minimizer of Ju,s does indeed exist. This can be addressed by means of the
direct method in the calculus of variations, with the main issue lying in ensuring the
continuity? and coercivity of the functional J,s — this can in turn be guaranteed provided
the observability inequality

T
/ /|g0(t,x)|2dxdt>¢(T,w)/ (0, 2)|? dz (1.2.5)
0 w Q

holds for some €(T,w) > 0 and for all o1 € L?(£2), where ¢ solves (1.2.4). Reviewing the
above discussion, one thus readily sees that, by virtue of the HUM, the problem of null-
controllability for the heat equation is equivalent to proving the observability inequality
for the solution of the adjoint heat equation.

There have been a number of works regarding methods for proving (1.2.5), including the
use of elliptic Carleman inequalities for the Laplacian to obtain observability on spaces

1This idea is not specific to the heat equation and is easily seen to hold for general linear systems of
the form y’ = Ay + Bu, where A generates a strongly continuous semigroup in some Hilbert space and
B is a bounded operator in an appropriate functional setup.

2In fact, by virtue of (1.2.5), the functional J,ps can be extended by continuity in a unique way on

the completion of L2((0,T) x (—1,1)) by the norm |72, := fOT L., lel? da dt.

obs
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1.2. Part I: Controllability of free boundary problems

spanned by the first eigenfunctions, combined with the dissipation of the heat solution
([174, 175]), full Carleman inequalities for the heat operator ([113, 104]) and transmuta-
tion techniques from wave to heat ([208, 93]), for instance. In the one-dimensional case
(or, for that matter, any geometrical setting where the spectrum of the linear operator
may be computed explicitly, e.g., a rectangle), further arguments for proving (1.2.5) can
be used, since the spectrum of the Laplacian is explicit. By virtue of the summability of
the sequence of the inverses, and the uniform gap between consecutive eigenvalues, one
may ensure an estimate of the form

2

T |+oo 400
Q?(T)/ > ap e M dt =Y JagPe T (1.2.6)
0 Jk=1 k=1

for all {ar}?2, € (?(N), by constructing a biorthogonal sequence to the real exponen-
tials and making use of the Paley-Wiener theorem and estimates of entire functions
([97, 255]). Estimate (1.2.6) is sometimes referred to as parabolic Ingham in control the-
ory folklore, due to its resemblance to the well-known Ingham inequality for complex
exponentials ([144], itself used for the wave equation). One may apply (1.2.6) to the
expression obtained after decomposing the solution in the orthonormal basis of eigen-
functions the Laplacian, and, provided a uniform lower bound of the L?(w)-norm of the
eigenfunctions, may conclude the proof of (1.2.5). We shall make use of this spectral
technique for proving the observability inequality in a couple of instances throughout
this thesis.

Further modern methods for proving the null-controllability of the heat equation
include flatness [200], explicit characterization of the reachable space via complex analysis
techniques [138], and backstepping [71].

Our objective in Part I will be to control both components of the state for several free
boundary problems in the mould of (2.1.4), namely, also control the free boundary to
some reference point in time 7.

1.2.1 One-dimensional viscous free boundary flows (Chapter 2)

We begin by considering the following free boundary problem for the viscous Burgers
equation:

Vg — Vzp + 00, =0 in (0,T) x (0,£(¢))
v(t,0) = u(t), wv.(t,4(t)=0 in (0,7)
() = v(t, (t)) in (0,7) (12.7)

v(0,2) = vo(2), £(0) =4y in (0,4p).

where the unknown is the pair (v, ¢), with ¢ represents the free boundary; ¢y > 0, and
u = u(t) is a control actuating along the fixed boundary z = 0. Model (1.2.7) is presented
and studied in [36, 37|, where local-in-time existence and uniqueness of strong solutions
are shown, supplemented by numerical studies. It may be seen as a one-dimensional
simplification of the incompressible Navier-Stokes equations with a free surface set in R?
with d = 2, 3, as encountered in the works [19, 20], and [199], where particular emphasis is
given on the application to mould filling. The state of (1.2.7) involves the velocity v (¢, z)
of the one-dimensional fluid and the free boundary #(t), whose counterpart in dimension
d > 2 would represent the position of the free surface of the fluid. The fluid velocity
is governed by the viscous Burgers equation, while the dynamics of the free boundary
follow the fluid velocity, as per the equation ¢'(t) = v(t, £(t)).

We observe that for any ¢, > 0, the pair (v, ) with
vER, U(t)=L,+Dt>0 in[0,T], (1.2.8)

is an explicit, non-trivial solution to System (1.2.7) with « = v. The main goal of
Chapter 2 is to prove the local exact-controllability for (1.2.7) to this particular trajectory.
This is reflected in our main result.
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Theorem 1.1 ([116]). Let T >0, £, >0 and v € R be such that {(t) = £, + vt > 0 for
all t € [0,T). There exists r > 0 such that for all £y > 0 and vo € H'(0,4y) satisfying

llvo = Pll1(0,00) + 1o — L] < 7,
there exists a control u € H*/*(0,T) such that the unique solution
¢e C'([0,T]) ve L*(0,T;H?(0,£(-)) nC°([0,T]; H'(0,£(-)))
of (1.2.7) satisfies

tei[ISfT]E(t) >0 and UT)=4T) and o(T,))=v in (0,{T)).

Discussion. Let us provide some context regarding Theorem 1.1.

e Related work on the Stefan problem. The controllability of the one-dimensional
Stefan problem (1.2.1) has been partially addressed, [99, 103|, where a null con-
trollability result where only the first component v is controlled, i.e., v(T,-) = 0
n (0,4(T)), for small initial data v, is shown. Such results are partial, as they
cannot ensure that the entire system would remain in the prescribed configuration
beyond the final time horizon. The novelty of Theorem 1.1 with respect to these
works is that it yields the controllability of both components of the system, to a
non-trivial trajectory.

e Links with fluid-structure interaction. Free boundary problems which arise
in fluid-structure interaction, such as the simplified piston problem

Vg — Vs + v, =0 in (0,7) x (—1,£6(t)) U (£(t),1)
v(t,—1) =ui(t), wv(t,1) =ua(t) in (0,7)
u(t, 1)) = £(1) in (0,7)

mt"(t) = [v:] (2, £(t)) in (0,T)
v(0,2) =wo(z), €(0)=to, £(0)=4£r in(=1,40) U (b,1),

(1.2.9)
introduced by Vazquez & Zuazua [264, 265], have also been addressed in the lit-
erature. The null-controllability of (1.2.9) refers to controlling the fluid velocity
v(T,-) = 0, the particle velocity ¢/(T) = 0, and the particle position ¢(T) = 0. In
[100], controls uy,us are used on both boundaries in view of applying a Carleman
based strategy. Such an approach is not feasible when there is a control at only
one end (i.e., ug = 0) because of the lack of connectivity of the fluid domain. This
issue is solved in [191], where the authors introduce a methodology for tackling the
null-controllability of parabolic systems in spite of source terms, without requiring
Carleman inequalities (they thus use spectral techniques).

There is a notable difference between problems of the type (1.2.9) and (1.2.7).
Indeed, the former system has a stronger coupling than the latter systems due to
the presence of two equations for the free boundary ¢. This can be seen when
linearizing both systems around their trivial trajectory (after fixing the domain).
In the linearization of (1.2.7),

Yt — Yoo =0 (0,7) x (0,1)
y(t,0) = u(t), y.(t,1)=0 in (
Ut) =y(t1) in (
y(0,2) =yo(z), £(0)=4Lo in(
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1.2. Part I: Controllability of free boundary problems

the PDE and ODE components are decoupled, as the linear PDE may be solved
without any knowledge of the ODE component. On the other hand, the lineariza-
tion of (1.2.9) around the trivial solution (see [191])

Yt — Yoz =0 in (0,T) x (=1,0) U (0,1)
y(t,—1) =u(t), y(t,1)=0 in (0,7)
y(t,0) = £(1) in (0,7)
ml"(t) = [y.](t, 0) in (0,7)
y(0,2) = yo(x), £(0) =4Lo, £(0)=+¢1 in (=1,£0)U (fo,1),

preserves the coupling of the PDE component and the ODE component because
of the presence of two equations for the latter. In other words, one may write
the linearized fluid structure system in a canonical systems form Z = Az + Bu,
where z = (y,h), and then add the integrator ¢ = h as a bounded and compact
perturbation. The same cannot be done for the linearization of (1.2.7).

e Arbitrary trajectories. The controllability to arbitrary trajectories is not a
straightforward extension, as observed on the level of the linearized system which
contains several non-local trace terms (see (2.5.1)). Consequently, in terms of the
adjoint problem one obtains non-standard boundary conditions (see (2.5.3)) for
which, to the best of our knowledge, observability inequalities are lacking. This is
discussed in more detail in Section 2.5.1.

e Global results. Theorem 2.1 is a local result, as while the PDE component may
possess a dissipative mechanism, the asymptotic position of the free boundary is
not known for this system. This is in part due to the lack of conservation properties
satisfied by the position of the free boundary ¢, making its asymptotic position more
difficult to determine when compared to similar problems with a stronger coupling
and set on the whole line [264, 166]. By means of maximum principle arguments,
it could be possible to show that the free boundary increases as time grows, which
could in turn stipulate an asymptotic behavior of the velocity v to a self-similar

profile of the form % f (%), well known in the context of the viscous Burgers

equation set on R (see e.g. [284]). We leave this issue open.

Sketch of the proof. Our proof combines several elements of the control of parabolic
equations in a systematic and ordered way.

Step 1). Fixing the domain. To take advantage of a simplified functional setting, it
is more advantageous to reformulate (1.2.7) in a domain which is time-independent. To
this end, let us define the pull-back velocity function w : (0,1) — R by

w(t,z) =v(t,z), x= 2 forze (0,1).

wy — glzwm — %xw@ + %wwx =0 in (0,7) x (0,1)

w(t,0) = u(t), wa(t,1)=0 in (0,T) (1.2.10)
() =w(t,1) in (0,7)

w(0,z) = wo(z), £(0) =4 in (0,1),

where wo(x) = vo(lpz). As (1.2.7) and (1.2.10) are equivalent provided #(¢) > 0 in [0, T7,
we will henceforth concentrate on the latter system. Taking the previous transformations
into account, writing w = 74y and ¢ = {+ h, extending the physical domain (0, 1) to the

9



Chapter 1. Introduction

fictitious domain (—1,1), and using a control actuating within an open and non-empty
interval w C (—1,0), we first consider the distributed control problem

Yt — WYpz + by = N(y,h) +ul, in (0,T) x (—1,1)

y(t,—1) =y.(¢t,1) =0 in (0,7)

B (t) = y(t, 1) in (0,7) (1.2.11)
y(oa 1') = yO(I)’ h(O) = hO in (717 1)

Then, Theorem 1.1 would be a consequence of the null-controllability of both components
of (1.2.11). Here all of the intervening coefficients are smooth, with b(¢, 1) = 0. The initial
datum yo € H'(0,1) is also extended to a datum g with ||Jo||z1(—1,1) < [yollrr(0,1)- By
abuse of notation, we continue denoting the extended initial datum by yg. Once the null-
controllability problem for (1.2.11) is solved, u(t) := y(¢,0) +7 would provide the desired
control for Problem (1.2.10), which in view of the previous discussion, also provides a
solution to (1.2.7).

Step 2). Control of a linearized system. To prove the null-controllability for
(1.2.11), we first consider the linear system

Yt — QYze + by = f+uly in (OaT) X (_17 1)

y(t,—1) = y,(t,1) =0 in (0,7)

W (t) =y(t,1) in (0,7) (1.2.12)
y(O,I) = yO(I)v h(O) =ho in ( 1, 1)7

where f is a given source term. We seek a trajectory (y,h) of the linearized problem
(1.2.12) satisfying

y(T,-)=0 in(-1,1) and A(T)=0
In (1.2.12) we are dealing with a cascade-like system, as knowing y immediately yields h.

In other words, the null-controllability of (1.2.12), would follow from solving the linear
control problem (recall that a(t) > 0 and b(¢,1) = 0)

Yt — WYz + bye = f+uly, in (0,7) x (—1,1)
t,—1) =y, (t,1) = 0 in (0,7
y(h~1) = 4a(t, 1) in (0,7) (1.2.13)
y(0, )—yo( ) in (-1,1)
y(T,z) = in (-1,1)
subject to the linear finite-dimensional constraint
T
ho + / y(r,1)dr = 0. (1.2.14)
0

We will see this as a constrained controllability problem, namely with a linear finite-
dimensional constraint on the control w.

It is well-known that a Carleman inequality along with the HUM method yield the null-
controllability of the linear heat equation (1.2.13) with a source term f in an exponentially
weighted L2?-space (as in (2.3.4)). To control the second component h to zero at time
T, we will reformulate the constraint (1.2.14) by introducing a heat equation with a
non-homogeneous boundary condition at = 1. The requirement i(7T) = 0 may then be
achieved by adding a corrector term to the HUM control for the heat equation.

Let us consider

— — gy — (b)) =0 in (0,7) x (=1,1)
e(t,=1) =0, (t,1)=1 in(0,7) (1.2.15)
(T, z) =0 in (—1,1).
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Multiplying the heat equation appearing in (1.2.12) by the unique weak solution ¢ €
L2(0,T; HY(=1,1))NC°([0,T); L?>(—1,1)) of (1.2.15) and integrating, we see that due to
(1.2.14), a control u is such that the corresponding solution of (1.2.12) satisfies h(T) =0
if and only if

/OT/Wuiﬁdxdt/ll Yo(x)¥ (0, x) dx+h0/0T/11 fodzdt. (1.2.16)

=Mp€eR

Let us define the projector

P(¢) := </ dedt) / Y¢dxdt  for all ¢ € L*(0,T; L*(—1,1)).
(0, T)xw (0,T)xw

The key property of the operator P(-) is its finite-dimensional range (in fact, one-
dimensional range). We adapt the HUM method to account for the constraint (1.2.16),
by considering the convex functional

Jobs(Cr» 9) = //|g P(¢)ep|* dazdt + = // —25% g2 dg dt

_ / / fedade— / yo(2)C(0, 2) dz — P(C) My,

for some s > 0 large enough, initially defined for (¢r,g) € L?(—1,1) x L*(0,T; L?(—1,1))
with corresponding solution ¢ € L?(0,T; H'(—1,1))NnC°([0, T]; L?(—1,1)) to the adjomt
heat equation

Gt — Aoz — (b0)2 = g in (0,7) x (=1,1)
C(t,—1) = Ca( 1) = in (0,7) (1.2.17)
(T, ) = Cr(x) in (=1,1)
and 9 being the solution to (1.2.15). Should a minimizer to Jops exist, it can then
be used to build the desired control — state pair for (1.2.12). In fact, by writing the

Euler-Lagrange equation at the minimizer ({r, g), one can find that the control takes the

form
-1

wi= | (-C~BQw) + My (/ /w dxdt) v

To guarantee the existence of a minimizer, we use the direct method in the calculus
of variations, which requires the coercivity of Jyps. This in turn is guaranteed by an
improved observability inequality of the form

1
/ / 0 _23a|C|2datdt+/ (0, 2)[2 dz + [P(C) 2

< (// *2”|g|2dxdt+/ /|<P(<)w|2dxdt>,

the proof of which follows by combining the classical Carleman inequality for the heat
operator with a compactness-uniqueness argument.

| w

Step 3). Fixed-point argument. After some (albeit nontrivial) technical estimates
of the nonlinear terms in the Carleman weighted spaces, we may conclude by applying
a Banach fixed-point argument to the source term f appearing in the linear system,
provided taking the initial data in some small-enough ball.
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1.2.2 Perturbed porous-medium gas flow (Chapter 3)

The porous medium equation
Oth — 0*(h™) =0 (1.2.18)

where m > 1, is a prototypical model for the density distribution of a gas flowing in
a porous medium (h(t, z) representing the density), or the evolution of a thin liquid
film deposited onto a solid substrate (h(t,z) representing the height of the film). By
developing the diffusion term, it is readily seen that equation (1.2.18) degenerates when
h approaches zero. Thus, any solution with compactly supported initial datum retains
the compact support in any finite time. In physical terms, the diffusing gas does not
reach any point in space instantaneously, but rather propagates with finite speed. This
property results in the fact that the porous medium equation is a free boundary problem,
the free boundary being given by d{h > 0}.

In view of the known asymptotic behavior for large times (see [268, Chapter 18]) and
the desired positivity of the state, a natural question which arises is whether one may
control the state h(t, z), as well as its interface, to the self-similar Barenblatt trajectory
m—1 22
2m(m +1) ( 4 1)mt

hp(t,z) = (t+ 1) we (1 )ml in {hp > 0}

in a given finite time 7' > 0 by means of an additional forcing control term. To the best
of our knowledge, this kind of exact-controllability to trajectories question has not been
addressed in the existing literature on the porous medium equation.

An important difficulty when tackling this question is the moving time-dependent support
of the solution h and the target Barenblatt trajectory hp. As the two are defined in
different domains, perturbations of the form hp + y around Barenblatt are difficult to
define in view of linearizing, a key step in proving controllability. It is more convenient to
look at the equation satisfied by the pressure v = %hm_l in self-similar coordinates,
namely

0w —v0%v — (0 4+ 1)((0,v)* + £0.v) —v =0 in {v > 0} (1.2.19)
v(0, 2) = vo(2) in {vg > 0}, o
(see [244, Section 1.2]) where ¢ = —2=2 > —1. Indeed, in these coordinates, the
Barenblatt solution p := vp is stationary and supported in the unit interval:
1
plz) = 5(1 - 22> for 2 € (—1,1). (1.2.20)

The motivation behind our work is to know whether one can steer the state v(t, z) and
its interface to the stationary Barenblatt solution p(z) in a given time T > 0, by means
of an additional forcing control term in the equation.

To overcome the difficulty of the moving domain, a Lagrangian-like change of variables
(thus depending on the solution, and called von Mises transformation, see Section 3.7.2)
introduced by Koch [160] may be applied, mapping the moving support of the solution
onto the support of the Barenblatt profile, now the interval (—1,1). The change of
coordinates is a diffeomorphism provided the solution is small enough in Lipschitz norm,
and in these new variables the Barenblatt reduces to the constant 1.

After the von Mises transform and after considering perturbations around the trans-
formed Barenblatt, we are brought to consider the control problem for the transformed
perturbation equation (see [244, Section 3]):

Oy — p 90, (p°0,y) = N(y) +ul, in (0,T) x (—1,1)
(P71 0,y)(t, £1) = 0 in (0,7) (1.2.21)
Y(0,2) = yo(x) in (-1,1),
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L L L L L L
-1.0 -0.5 0.5 1.0 -1.0 -0.5 0.5 1.0

Figure 1.1: (Left) The graph of the Barenblatt pressure (blue curve) and two perturba-
tions in the (z,v)-coordinates. (Right) The corresponding graphs after the von Mises
transformation (Section 3.7.2) in the (x,1 4+ y)—coordinates.

where 7' > 0 and 0 > —1, and the nonlinearity N (y) = N (y, 9,y) is of the form
2

N(y) = pF(y,0uy) — p~"0x(p" T aF(y,0:y)), F(p,q) = TTpras

p,q €R.

(1.2.22)
The distributed control u appearing in (1.2.21) actuates within w = (a,b) € (—1,1).
The solution y(¢,x) is a perturbation around the Barenblatt in the new variables (see
Remark 3.7.2). Consequently, the null-controllability of (1.2.21) would correspond to the
exact-controllability of the pressure v(t, z) and its free boundary of a controlled version
of (1.2.19) to the original Barenblatt p(z), after reverting the von Mises transformation.
While the nonlinearity in (1.2.21) is essentially quadratic in a neighborhood of the origin,
the denominator may be singular and applying a fixed-point argument using only a
(weighted) Sobolev space theory is not straightforward. We concentrate on a truncated
version — we multiply the nonlinear terms by a smooth cut-off which vanishes at points
where y and /or 0,y are large; the truncated equation would thus be linear at such points.
Let x : [0,00) — [0, 1] be a smooth cut-off function, supported on [0,4) with x(z) =1
on [0,1]. Let 0 < &, < 1 satisfying 4(¢ + §) < 1 be fixed. For p,q € R, and recalling the
definition of F in (1.2.22), we define

2

p? ¢
Fes5(p.q) = x (52> X ( ) F(p,q). (1.2.23)
We will henceforth only be interested in (1.2.21) wherein N is replaced by pF; s, namely

Oy — p~ 70, (p° 1 0py) = pFrs5(y, Ouy) +ul, in (0,T) x (—1,1)
(p"H18,)(t, £1) = 0 in (0,7) (1.2.24)
y(0,z) = yo(x) in (—1,1).

Our main result is the following.

Theorem 1.2 ([115]). Let T > 0, let w C (—1,1) be an open, non-empty interval,
and let o € (—1,0). Then there exists r > 0 such that for every yo € H' satisfying
llvoll%r < 7, there exists a control u € L*(0,T; L*(w)) for which the unique solution

y € L2(0,T; H2) N CO([0,T); HY) of (1.2.24) satisfies y(0,-) = yo and y(T,-) = 0.

Discussion. Let us put Theorem 1.2 into context with existing literature on the porous
medium equation and degenerate parabolic equations.

e Weighted Sobolev spaces. The natural functional space for addressing (1.2.24)
is that of the weighted Spaces

k 1
H* = f € Lige(=1,1): | fll30e :=Z/ P70 fIPdr < o0 ¢,
j=07"1
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for k > 1. Note that when o is positive, L?(—1,1) C H° — thus, several results,
making use of new adapted Hardy inequalities (see Section 3.2) are needed to make
sense of the boundary traces in (3.1.7), among other things.

e The free boundary problem. Theorem 1.2 is a priori not sufficient to deduce a
local controllability result (for both the state and the interface) to the stationary
Barenblatt parabola p for the free boundary system (1.2.19) with a distributed
control. However, if (1.2.24) is null-controllable with the nonlinearity A (y) as in
(1.2.21), then one could deduce such a result.

To achieve this, one only needs to remove the cut-off factor x(p?/62)x(q*/€?) and
add the high order nonlinear term. The cut-off is identically 1 whenever the solution
y satisfies

[yllcor(o,myx0,1)) < 1

and this regularity is also what is needed to guarantee that the von Mises transfor-
mation (Section 3.7.2) is a diffeomorphism. However, Theorem 1.2 does not provide
this regularity, and one should look to use more regular controls than just Li , (this
could perhaps be done by using a penalized HUM method) combined with maximal
regularity results for the linear problem. See Remark 3.7.2 for more details.

e Related work. In [70], Coron et al. prove the null-controllability of the porous
medium equation set on (0,1) using Dirichlet boundary controls on both ends as
well as a scalar forcing control. This differs from the original motivation behind
our work, which was to control the pressure and its free boundary to the non-trivial
Barenblatt profile (instead of the null-state).

Our work may also be seen as a novel contribution to the controllability theory
of linear degenerate parabolic equations. Indeed, while the differential operator in
(1.2.26) may be rewritten as —pd2y+ (o +1)x0,y, the weighted Neumann boundary
conditions have not been considered in works on problems in non-divergence form.
In particular, we do not consider the same weight and functional framework as
in [47, 107], since g = % ¢ L'(—1,1) in our case. While we use spectral
techniques, a Carleman inequality for our functional setting is lacking.

Elements of proof. Looking? at (1.2.24), it is natural to first study the null-controllability
of the corresponding linear problem, where the nonlinear term is replaced by a source
term:

Oy — p~ 20, (p°T10,y) = f+ul, in (0,T) x (—1,1)

(p°tLo,y)(t, £1) =0 in (0,7) (1.2.25)

y(0,2) = yo(x) in (—1,1).

The nonlinear term would be seen as a small perturbation, and be dealt with by means
of a fixed-point argument. The latter argument will rely on the particular structure of
the nonlinearity, which is now non-singular and essentially quadratic due to the cut-off
factor.

To prove the null-controllability of Problem (1.2.25), we will make use of the so-
called source-term method, first introduced by Liu, Takahashi & Tucsnak [191]. Roughly
speaking, the strategy involves first showing the null-controllability of the homogeneous
problem

Oy — p°0:(p°T0,y) = ul, in (0,T) x (—1,1)
(p° 1 oy)(t,£1) =0 in (0,7) (1.2.26)
y(0,$> :y()(.’IJ) in (_1?1)7

3The requirement o € (—1,0) only appears when estimating the nonlinear term in the weighted spaces

(see Section 3.4). The null-controllability and well-posedness of the linearized problem (3.1.8) holds true

for any o > —1. We recall that o is related to the nonlinearity exponent of the porous medium equation
o+2

by m = .
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1.2. Part I: Controllability of free boundary problems

and the null-controllability of Problem (1.2.25) follows provided the source term f van-
ishes with appropriate decay as t  T. More specifically, the decay of the source term
should be quick enough near the final time compared to the control cost in small time.
The null-controllability of problem (1.2.26) is done by combining HUM induced dual-
ity with spectral techniques, making use of the explicit spectrum of the linear operator
A= —p90,(p°*19,) computed in the works of Seis [243, 244].

The linearized thin film equation. The thin-film equation
Oth + 0. (h"93h) =0 in {h > 0}

where n € (0,3) represents a more accurate model for the evolution of a liquid film
over a solid substrate in a regime known as lubrication approximation. Much like its
second order counterpart, the PME (1.2.18), it is a free boundary problem whenever the
initial datum is compactly supported (a physical phenomenon known as droplets). Our
strategy for proving the null-controllability of the linearized problem (1.2.26) can also be
applied to obtain a null-controllability result (see Section 3.5) for the thin-film equation
linearized around its self-similar solution, which is a fourth-order degenerate parabolic
equation.

For n = 1 (known as linear mobility regime), McCann & Seis [205, 245] replicate the
ideas used for the PME in [78, 243, 244] to compute the spectrum of the full linearization
of the thin-film equation around its own self-similar (Smyth-Hill) solution. Namely, after
an analog rescaling and von Mises transformation, the control problem for the equation
linearized around the self-similar solution is of the form

oy + A%y + Ay = ul, in (0,7) x (—1,1)
(py)(t, £1) = (p*0uy)(t,£1) =0 in (0,T) (1.2.27)
y(0,z) = yo(x) in (—1,1).

where T > 0 and A = —p~19,(p%0,) is the operator governing the linearized porous

medium equation (1.2.26) with o = 1. As the eigenfunctions of £ = A(A + Id) and A
coincide, and the control operator B is the same as in Section 3.3, we may deduce the
following null-controllability result for (1.2.27).

Theorem 1.3 ([115]). Let T > 0, w € (—1,1) be an open, non-empty interval, and
o =1. Then, for any yo € H°, there exists a control u € L?(0,T; L*(w)) such that the
unique solution y € L?(0,T;H?) N C°([0,T]; H°) of (1.2.27) satisfies y(0,-) = yo and

1.2.3 The Stefan problem with surface tension (Chapter 4)

Let T := R/(27Z) denote the one-dimensional torus, which we identify with [0, 27], and
set
Q:=Tx (0,1).

We also set I'ot := T x {0} and I'yop := T x {1}. We recall that in the Stefan problem, a
heat-conducting liquid fills a time-varying domain Q(t) C R? for ¢ > 0 — we will assume
that the boundary 0€2(t) of the liquid consists of two components, namely a time-varying
component (the free boundary I'(t)) and a fixed component. More specifically,

Q) :={z=(21,22) € TxR: 0<z<1+h(tz)},

where h = h(t, z1) is the unknown height function, and represents the displacement of the
free boundary away from the reference boundary I'y,p (see fig. 1.10). The free boundary
is consequently given by

I(t):={z=(z1,22) € TxR: 2o=1+h(tz)}.
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Chapter 1. Introduction

Given a time horizon T' > 0, the one-phase Stefan problem with surface tension (or with
Gibbs-Thomson correction) takes the form

o) — AY =0 in (0,7) x Q(t)

Oth = —\/1+10:,h[> V)., -n  on (0,T) x T

¥ = —or(h) n (0,7) x T'(t) (1.2.28)
Y =u on (0, T) X Thot

(0, h),_, = (9°,h°) in Q(0) x T,

where ¥(t, z) is the unknown temperature, h(t, z) is the unknown height function defining
the free boundary, u(t, 21) denotes the control, while n = n(¢, z1) given by

1 0, h(t,zl)]
t2) = 1 , 1.2.29
o) = R P { 1 (12.29)

denotes the unit normal to I'(t) outward Q(t).

A2

=1+ h(t, 21)

IS 4
—-

0 27

Figure 1.2: The moving domain () representing the liquid, and the free boundary I'(¢),
delimiting the liquid-solid region, parametrized by the height function h(t, z1).

Note that the control u actuates along the whole fixed bottom boundary I'po;. On the
other hand, the constant o > 0 represents the surface tension coefficient, whereas x(h)
denotes the mean curvature of the free boundary I'(¢), and is defined by

& h

k(h) = W

The initial domain (0) is given by
Q(O) = {Z = (21722) ETXxR: 0<2z<1+ ho(zl)}

We note that when o = 0, (1.2.28) reduces to the classical Stefan problem, namely one
has ¥ = 0 instead of the Gibbs-Thomson condition along the interface I'(t). The main
physical reason for introducing the Gibbs-Thomson correction stems from the need to
account for supercooling effects, in which a fluid permits temperatures below its freez-
ing point, or dendrite formation, in which simple shapes evolve into complex fingering
patterns.

Since (9*,h*) = (0,0) is an equilibrium configuration for (1.2.28), a natural question one
may ask is whether — given a time horizon 7" > 0, a surface tension coefficient ¢ > 0,
and initial data (9°, k%), which, due to the nonlinear effects, ought to be small enough in
an appropriate topology —, there exists a control u = u(t, z1) actuating along the fixed
boundary I'i,o and a corresponding solution (y, h) to (1.2.28) which satisfy
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1.2. Part I: Controllability of free boundary problems

IT,)=0 inQ, [OIITI%DT (14 h(t,z1)) >0, h(T,-)=0 onT. (1.2.30)
LT x

We anticipate such a result to hold true mainly due to the fact that the null-controllability
(for both components) of the linearized system

Oy —Ay=0 in (0,7) x Q

Och(t,x1) = Opyy(t,x1,1)  on (0,7) x T

y(t,21,0) = u(t, x1) on (0,7)x T (1.2.31)
y(t,21,1) = 002 h(t,x1) on (0,T) x T

(y,h),_o = (¥°,h°) inQxT

does indeed hold (see Theorem 1.4) in any time T > 0. We provide a full sketch of the
proof methodology in what follows.

Discussion. Let us however begin by providing some context to the above property and
its novelty with regard to the existing literature.

e Novel contribution. A controllability result as would be the first of its kind for
free boundary problems governed by diffusive equations where the free boundary
is a space-dependent function. In this sense, the problem we tackle differs from
existing works on the controllability of fluid-rigid body models (e.g. [143, 31, 229,
30, 180]), as therein, the free boundary is a time-only dependent function, thus,
after linearization, the controllability condition for the free boundary may be seen
as a finite dimensional constraint on the control, similarly as Chapter 2.

In addition, the spatial regularity of the height function h plays a crucial role in
the analysis (or even existence) results. One needs to possibly consider very regular
initial data (9°,h°) in order to guarantee the smoothness of the domain.

In fact, up to the best of our knowledge, even the controllability result regarding
the linearized system (see Theorem 1.4 just below) is new in the literature.

e Water waves. Albeit for a system of different nature to ours, we refer to [5] for the
local exact controllability result of the velocity and the free surface elevation of the
water-waves equations in two dimensions, by means of a single control actuating
along an open subset of the free surface. The two-dimensional geometrical strip-
like setting is the same as ours. The authors use the Dirichlet to Neumann map to
define the problem on a fixed domain. This procedure is closely tied to the equations
under consideration, and is not applicable in our setting. After (quasi)linearization,
a dispersive equation is obtained, which is shown to be controllable by means of
Ingham-like techniques. Due to the lack of regularizing effect, the nonlinear problem
is tackled by using a Nash-Moser iteration.

Methodology. To stimulate the plausibility of a result of the mould of (1.2.3), let us
provide a brief sketch of the proof methodology, based on linearization techniques, with
a statement and proof of the controllability of the linearized problem.

Step 1). Fixing the domain. We begin by fixing the domain, as it will allow us to
work in a time-independent spatial setup. We emphasize that in the two-dimensional
geometrical setup we consider here, the free boundary depends on the spatial variable z1,
hence the regularity of the domain Q(t¢) depends on the spatial regularity of the height
function h(t,z1). To avoid requiring high order Sobolev regularity on h, we shall fix the
domain via a transformation which gains a %70rder of regularity with respect to h. This
is done by a harmonic extension of the boundary, namely by defining

U(t,z) = (z1, 22 +¥(t,z)) y(t,x) =9 V(t,z)) for (¢,z)€[0,T] xQ,
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Chapter 1. Introduction

for all t > 0 given h € C°([0,T); H*(T)) for some s > 0, with ¢(t,-) € H5'/2(Q) being
the solution to

AY(t,) =0 in Q
P(t,x1,0) =0 on T
Y(t,x1,1) = h(t,z1) on T.

This leads us to the system in the reference domain Q:

Oy — Ay = Ni(y, h) in (0,T) x Q,

Oth=(Vy-ea)p, -+ (N3(y, h) ~e)p, . on (0,7) x Typ,

y =002 h+Na(y,h) on (0,T) x Tiop, (1.2.32)
y=u on (0,T) X Tpot,

(y, ) =0 = (y°, h°) in QxT,

where the nonlinear terms {\;}3_; are all quadratic.

Step 2). The linearized system. As commonly done in literature on the controllabil-
ity of nonlinear parabolic problems, we will first concentrate on proving the controllability
of the system linearized around the target (0,0), and then view the nonlinear terms in
(1.2.32) as a small perturbation which may be dealt with by means of a fixed-point
argument. Moreover, to avoid working with boundary control systems, we extend the
physical reference domain € to the fictitious domain O := T x (—1,1) and consider a
distributed control, actuating inside an open and nonempty subset w := T x (a,b) with
(a,b) C (—1,0). In other words, the distributed control problem for the linearized Stefan
problem with Gibbs-Thomson correction takes the form

Oy — Ay = ul,, in (0,7)x 0O

Och(t,x1) = Opyy(t,x1,1)  on (0,7) x T

y(t,21,0) =0 on (0,7)x T (1.2.33)
y(t,x1,1) = 02 h(t,x1) on (0,T) x T

(y,h),_o = (¥°,h°) in O xT.

We prove the following result, which to the best of our knowledge, is also new in the
literature on the control of parabolic systems.

Theorem 1.4 (Linear control). Let T > 0 and o > 0. For any (y°,h°) € L*(0O) x
HY(T), there exists a control uw € L*((0,T) X w) such that the corresponding unique
solution y € C°([0,T); L?(0)) and h € C°([0,T); HY(T)) of (1.2.33) satisfies

y(T,)=0 O and h(T,)=0 1inT.
Moreover, there exists a positive constant €(T,0) = €(T,0,w, O) > 0 such that

||u||L2((o,T)><w) < T, o) H(yo’ h0)||L2((9)><H1('H‘)’

The proof* of Theorem 1.4 is a cornerstone of our work. Due to the difficulty in obtaining

4In our proof, we shall deduce that the derived constant €(T,0) — +oco as ¢ \, 0 (this is not
necessarily true the control cost, which is an even smaller constant). This is a curious observation — it
may be difficult to derive the null-controllability of the classical Stefan problem (o = 0) — which is known
to be the (macroscopic) limit case in the zero surface tension limit without control [130] —, from that of
the Gibbs-Thomson system. In fact, the controllability of the classical Stefan problem does not appear
obvious. The one-dimensional techniques of Chapter 2 do not directly apply, as the height function
manifests itself as an infinite-dimensional propagator and thus cannot be covered by compactness. On
another hand, by proceeding via Fourier techniques as for the Gibbs-Thomson system, we fall upon a
non-self adjoint operator in the linearized one-dimensional case, which we are only able to tackle using
the techniques of Chapter 2 for fixed n € Z, but fail to obtain uniform estimates with respect to n due to
the usage of a compactness-uniqueness argument. These observations are not sufficient to conclude on
the possible null-controllability (or lack thereof) of the classical Stefan problem in a strip-like geometry,
which for the time being, remains open.
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1.3. Part II: Long-time optimal control

a clear formulation of the adjoint problem, a direct proof via HUM and an observability
inequality does not appear straightforward. Instead, we exploit the periodicity of the
control and the unknowns with respect to the x; € T variable, write the unknowns in
Fourier series, prove that each Fourier coefficient is null-controllable with a control cost
uniform in the Fourier parameter, and then paste all the coefficients together to deduce
Theorem 1.4. Such ideas have been used in the control literature, see Beauchard et al.
[24, 21] for instance. To be more precise, for any n € 7Z, the system satisfied by each
Fourier coefficient is

On — 02, Un + 1Yo = Unlap) in (0,T) x (—1,1)
By (t) = 0r, (1, 1) in (0,7)
Yn(t,—1) =0 in (0,7) (1.2.30)
gﬂ(tv 1) = _UHZEn(t) in (O,T)
R _ (70 70 e
(yn,hn)ltzo = (ynhn) in (—1,1).

The null-controllability of (4.1.8) (Proposition 4.3.4) is then done in two parts, distin-
guishing in (4.1.8) the case n # 0, where the governing linear operator is self-adjoint
in an appropriate product space and the observability inequality follows from an ex-
plicit computation of the spectrum, and the case n = 0, in which g, is independent of
hy, and the controllability of h, is seen as a finite-dimensional constraint on the lin-
ear heat control, and may be covered using improved observability inequalities done by
compactness-uniqueness arguments as in [116].

Step 3). The nonlinear system. To tackle the nonlinear system, we look to apply
a Banach fixed-point argument over the source-terms decoying the nonlinear terms in
(1.2.32). To obtain the required null-controllability result for the problem with given
source terms, we make use of an adaptation of the source-term method [191, 173, 115]
in fractional Sobolev spaces® (see Theorem 4.3 for our proof). The Banach fixed-point
argument is then performed inside small enough balls of these exponentially weighted
energy spaces — it remains only to be shown that the quadratic nonlinear terms are
indeed elements of these weighted energy spaces provided by the source-term method.
We are led to propose the following conjecture.

Conjecture 1.2.1 (Nonlinear control). Let T'> 0 and o > 0. There exists € > 0 such
that for every (9°, h0) satisfying

hY e H2(T), min (1+r%(z1)) >0, 9° € HY(Q(0)),

2 €T
the compatibility condition
90 (21,14 h%(21)) = —ok (h°(21)) for z1 €T,
and
1911 i agopy + I10° N gr5r2my < &

there exists u € L2(0,T; H*(T))NH**(0,T; L*(T)) such that the corresponding unique
solution pair ¥ € L*(0,T; H*(Q(-))) N C°([0,T); H*(())) and h € L2(0,T; H*(T)) N
H*4(0,T; H*(T)) n H(0,T; H'(T)) N H**(0, T; L*(T)) to (1.2.28) satisfies (1.2.3).

1.3 Part II: Long-time optimal control

The turnpike property reflects the fact that, for suitable optimal control problems set in a
sufficiently large time horizon, any optimal solution thereof remains, during most of the

5We define fractional-in-time Sobolev spaces via the standard Gagliardo seminorm, whereas the frac-
tional Sobolev spaces on the torus T are defined via Fourier analysis.
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time, close to the optimal solution of a corresponding “static” optimal control problem.
This optimal static solution is referred to as the turnpike — the name stems from the
idea that a turnpike is the fastest route between two points which are far apart, even if
it is not the most direct route. In many cases, the turnpike property is described by an
exponential estimate — for instance, the optimal trajectory yr(t) is O (6*‘” + e*”(T*t))f
close to the optimal static solution g, for ¢ € [0,7] and for some p > 0.

The notion that optimal strategies, when considered over long time periods, are con-
stant for most of the time, traces back to work of von Neumann [267]. The terminology
turnpike was introduced in the context of economics by Samuelson et al. [82] to interpret
the full evolutionary phenomenon.

There has been an ever-increasing need, brought by applications in deep learning via
residual neural networks (ResNets) (see [89, 95, 140]), of turnpike results for nonlinear
optimal control problems without smallness conditions on the data or the running target,
and for systems with globally Lipschitz-continuous but possibly nonsmooth nonlineari-
ties. Such results are, to our knowledge, not known in the literature. As an intermezzo
to Part III, let us motivate the above observation further ahead of presenting the mathe-
matical setup and theory. In deep learning (see the subsequent sections for more details),
one wishes to find a map which interpolates a dataset {i;,%:}~., where Z; € R% and
7; € R% and gives accurate predictions on unknown points # € R%. Such a task may
be accomplished, for instance, by minimizing

T N T
| s =gl e [ o) o, (1.3.1)
=1

where u := [w, b] and P : R% — R% is a non-zero surjective map, subject to
x;(t) = w(t)o(x;(t)) + b(t in (0,T
(1) = w(t)oGa(t) + (1) in (0.7) a2
XZ(O) = T,

with w € L2(0,T;R%*4) and b € L?(0,T;R%) designating the controls, whereas
o € Lip(R) with ¢(0) = 0 is a scalar nonlinear function, defined component-wise in
(1.3.2). A typically used nonlinearity in practical applications is ReLU: o(z) = max{z, 0}
(see Figure 1.4). Variants of (1.3.2) may also be used. Optimizing u over N > 1
different initial data establishes robustness, so that (1.3.2) may correctly perform future
predictions on unknown points.

In Figure 1.3, we see stabilization for the trajectories to some points X; € P~ ({#;}),
which are uncontrolled steady states of (1.3.2). This motivates the choice of running
target as a steady control-state pair we consider ((5.1.4)), which would then entail bounds
for (1.3.1) (see [95]). The practical interest of the turnpike and stabilization analysis
when T > 1 presented herein is presented in Part ITI. Briefly, it consists in the link to
the large-layer regime (common setting for many deep learning applications [176]) and
approximation capacity of ResNets, which are the forward Euler discretization of (1.3.2)
(see [89]).

1.3.1 Turnpike in Lipschitz-nonlinear optimal control (Chapter 5)

Given T > 0, we focus on control-affine systems, namely canonical nonlinear systems

Uy = f(y,u) in (0,7) (1.3.3)

with a nonlinearity f of the form
Flyu) = foly) +>_u;fi(w) for (y,u) € R < R™, (1.34)
j=1
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Figure 1.3: A binary classification task in deep learning. One aims to separate the data
points {Z;}; in R? (top left) with respect to their color by using the controlled flow of
(1.3.2) at time T' = 15, here done by minimizing (1.3.1) (7; = %1 for red/blue). We
visualize the evolution of the trajectories of (1.3.2) (top right) and their output (bottom
left). We see a stabilization property for the projections, but also the trajectories to
some points X; € P~1({#:}) (bottom right).

where the vector fields fo, ..., fm € Lip(R%; R9) are only assumed to be globally Lipschitz
continuous. This formulation includes (1.3.2). Given y° € R? we will investigate the
behavior when T' > 1 of global minimizers ur € L?(0,T;R™) to nonnegative functionals

of the form
T

Jr(u) = $(y(T)) + / ly(t) — 7> dt + / Ju(t)|? dt, (1.3.5)

and of the corresponding solution yr to (1.3.3) with y7(0) = y°. Here, ¢ € CO(R%;R) is
a given final cost, while 7 € R? is a given running target which we select as an uncontrolled
steady state of the nonlinear dynamics, namely

fom) =0. (1.3.6)

Now note that, due to the assumption (1.3.6) on the running target 7, and the form of
the nonlinearity f in (1.3.4), it can be seen that (us,ys) = (0,7) designates the unique
optimal stationary solution, namely the unique solution to

inf |y — 71" + Jull* subject to f(y,u) = 0. (1.3.7)

We will henceforth assume that (5.2.1) is controllable with linear cost in some time Ty > 0
by means of some control u € L?(0, To; R™); by the latter, we mean that there exists an
r > 0 and a constant C'(Tp) > 0 such that

inf lullL20,m0mm) < C(To) [ly° =7, (1.3.8)

such0 that
y(0)=y", y(To)=y
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and

inf lull 22070 mm) < C(To) [ly* =7, (1.3.9)

such that )
y(0)=v, y(To)=y

hold for any ¢°,y' € {:z: eR?: |z —7| < T}, where 77 € R? is fixed as in (1.3.6).

We may now state our main result.

Theorem 1.5 (Turnpike, [96]). Assume that fo,. .., fm € Lip(R%GRY) in (1.3.4), and
assume that (1.3.3) is controllable in some time Ty > 0 with linear cost estimates (1.3.8)
—(1.3.9). Let y° € R? be given, and lety € R be as in (1.3.6). Then there exists a time
T* > 0 and constants C1,Co,u > 0 such that for any T > T*, any global minimizer
ur € L2(0,T;R™) to Jr defined in (1.3.5) and corresponding optimal state yr solution
to (1.3.3) with y7(0) = y° satisfy

lyr(t) =7l < C1 (e*‘” - e*“”*”) (1.3.10)

for allt €10,T], and
lurllz20,7mm) < Ca. (1.3.11)

Discussion. Let us put the above global nonlinear turnpike result into context.

e The prevalent argument in the literature for proving exponential turnpike results
relies on a thorough analysis of the optimality system provided by the Pontryagin
Maximum Principle. In the case of nonlinear dynamics, such arguments require
nonlinearities which are continuously differentiable: a linearization argument is
used, the linear study and a fixed point argument provide nonlinear results under
smallness assumptions on the initial data and the target ([222, 261]). The smallness
conditions on the initial data can be removed in some specific cases (see e.g. [218]),
but to the best of our knowledge, the assumptions on the running target have not
been as of yet (albeit, they may be removed under restrictive assumptions, such
as strict dissipativity, uniqueness of minimizers and C?-regular nonlinearities, see

[259]).

Our contribution is a new methodology for proving the turnpike property for nonlin-
ear optimal control problems which does not use the Pontryagin Maximum Princi-
ple or require differentiable dynamics, thus being applicable to systems of practical
importance such as ReLLU activated neural networks.

e In Chapter 5, we illustrate the flexibility of the finite-dimensional arguments pre-
sented just below and employ them to the semilinear wave and heat equation. As
a matter of fact, the only difference between the finite and infinite dimensional set-
ting is in the proof of uniform control and state bounds by means of quasi-turnpike
strategies. The specific proof of turnpike is identical in both cases.

e The rate u > 0 appearing in (1.3.10) depends on the datum 3" due to the multi-
plicative form of the control, but is uniform with respect to y® when the control

is additive, namely, when f1, ..., f,, are nonzero constants. This is due to the
form of the constant provided by Gronwall arguments (e.g., in Lemma 5.4.1 and
Lemma 5.5.2).

When one considers an optimal control problem for Jr without a final cost for the
endpoint y(7T'), Theorem 1.5 can in fact be improved to an exponential stabilization
estimate to the running target 7.
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Corollary 1.3.1 (Stabilization, [96]).  Suppose that ¢ = 0 in Jp defined in (5.2.3).
Under the assumptions of Theorem 1.5, there exists a time T* > 0, and constants
C1,Cs, i > 0 such that for any T > T*, any global minimizer ur € L*(0,T;R™) to Jp
defined in (1.3.5) and corresponding optimal state y solution to (1.3.3) with y7(0) = 3°
satisfy (1.3.11) as well as

lyr(t) — 7| < Cre (1.3.12)

for allt €10,T].

On another hand, when the underlying dynamics (1.3.3) are of driftless control affine
form (namely, fo = 0 in (1.3.4)), we can obtain an exponential decay for the optimal
controls as well. Note that in this case, any 7 € R? is an admissible running target for
Jr, since f(y,0) = 0 for any 7 € R%.

Corollary 1.3.2 (Control decay, [96]).  Suppose that fo = 0 in (1.3.4). Under the
assumptions of Theorem 1.5, there exists a time T* > 0, and constants C, > 0 such
that for any T > T*, any global minimizer ur € L?(0,T;R™) to Jr defined in (1.3.5)
and corresponding optimal state yr solution to (1.3.3) with yr(0) = y° satisfy (1.3.10)
as well as

lur ()] < C(e”“ n e*MT*”) (1.3.13)

for a.e. t €10,T].
If moreover, ¢ = 0 in Jp defined in (1.3.5), in addition to (1.3.12), there exist constants
C1, 1 > 0 independent of T such that

ur(@)|| < Cre™?! (1.3.14)

holds for a.e. t € [0,T).

The proof of Corollary 1.3.2 (see Section 5.5.4) will follow by firstly using a specific
suboptimal control (constructed using the time-scaling specific to driftless systems) to
estimate Jp(ur) and obtain

t+h t+h
/ lur(s)|P? ds < / lyr(s) — 7112 ds
t t

for h small enough, an estimate which, coupled with the turnpike estimates of Theo-
rem 1.5 — Corollary 1.3.1 and the Lebesgue differentiation theorem, will suffice to con-
clude.

Sketch of the proof of Theorem 1.5. The proof of Theorem 1.5 follows the following
scheme. For simplicity, suppose that T > 2T*.

1). By controllability, we first construct a suboptimal quasi-turnpike control u! which
is such that the associated state y! satisfies y*(Tp) = ¥, and u! () = 0 for t € [Tp, T].
Thus, y'(t) =7 for t € [Tp, T]. Due to the form of Jr in (1.3.5), this would imply
that Jr(u') is independent of T', and by using Jr(ur) < Jr(ul), would also entail
a uniform bound of Jr(ur) with respect to T. A Grénwall argument ensures that,
moreover,

lyr = Yllz20.rimey + lyr (@) =¥l < Co for all ¢ € [0, 7] (1.3.15)
for some Cy > 0 independent of T. (1.3.15) alone is enough to obtain the desired

exponential estimates for ¢t € [0,7*] U [T — T*,T], an interval whose length is
independent of T. More details can be found in Lemma 5.5.1.
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2). Since T* < L, by a simple contradiction argument (see Lemma 5.5.3), there exist

71 €10,7*) and 7o € (T —T*,T] such that

”yT - g”Lz((),T;]Rd) (1.3.15) Ch

Ti -y < X .

(1.3.16)

3). On [r1, 72|, the optimal control uy will minimize a functional without the final cost
¢(yr(T)) but with a terminal constraint on the state yr. By controllability, using a
second suboptimal quasi-turnpike control u? satisfying linear control cost estimates
(as those in Definition 6.4.1), and using Jr(ur) < Jr(u?) along with a Gronwall
argument, one shows an estimate of the form

lyr(® =5 < C(|lyr(r) = 3| + Jur(r2) -7 ) (1.3.17)
(1.3.16) 202
<
4 /T*
for all ¢ € |1y, 7], thus also for ¢ € [T*, T — T*] C [r1, 2] where C; > 0 is indepen-
dent of T'. The linear control cost estimates of Definition 6.4.1 are used precisely in

this step, and are essential in obtaining an estimate of the mould of (1.3.17). For
more details, see Lemma 5.5.2.

(1.3.18)

4). A bootstrap argument (Section 5.5.2): estimate (1.3.18) can be iterated by shrinking
the time interval to obtain an estimate of the form

202 \"
lyr(t) =7l < (\/%1) for [nT*,T —nT* (1.3.19)

for "suitable" n > 1. Then taking 7 > 4C{ and a suitable choice of n in (1.3.19)
will yield the exponential estimate for ¢ € [T*,T — T*].

1.4 Part III: Interplay of deep learning and control

The goal of supervised machine learning is to conceive models and algorithms that can
learn models from a set of labeled examples in an automatized manner, in order to
make predictions on new (unlabeled) examples — formally speaking, supervised learning
addresses the problem of predicting an unknown function f : X — Y from N known
and possibly noisy samples {Z;, §; = f(fz)}fil Depending on the nature of the space
of labels ), one distinguishes two types of supervised learning tasks, namely that of
classification (labels take values in a finite set of m classes, e.g. YV = {1,...,m}) and
regression (labels take continuous values in Y C R™). Heuristically, supervised learning
consists in constructing a map

fapprox X — P(y),

which, desirably, is such that for any x € X and for any Borel measurable A C Y,
fapprox()(A) ~ 1 whenever f(z) € A, and fapprox(x)(A) =~ 0 whenever f(z) ¢ A; here,
P(Y) denotes the space of probability measures on ). In other words, one looks for
a map fapprox Which approximates the map = —— dy(,) where ¢, stands for the Dirac
measure centered at z. In modern machine learning, the map fapprox is generally chosen
from a class of parametric functions. As one only has N samples of f, the parameters
are tuned in order to fit fipprox to these data by minimizing a specific loss functional.

Compared to more traditional methods in statistics, this focus on prediction in machine
learning has led to many empirical successes on complex tasks where both the data and
the models are very high-dimensional. Indeed, in many applications, the dimension d
of each sample Z; is big compared to the number/dimension m of the labels — in image
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classification for instance, a sample of the ImageNet dataset [167], which has m = 1000
classes, is an element of R%%936. Further examples of such complex tasks include object
recognition or scene segmentation in images, speech recognition in audio signals, and
natural language understanding, all of which fall under the common umbrella of artificial
intelligence (AI).

A plethora of methods for finding f(-) efficiently with theoretical and empirical guaran-
tees have been developed and investigated in the machine learning literature in recent
decades. Prominent examples, to name a few, include linear parametric methods (e.g.,
linear or logistic regression), kernel-based methods (e.g. support vector machines), tree-
based methods (e.g., decision trees) and so on. We refer to [119] for a comprehensive
presentation of these topics.

At the heart of many recent successes on complex tasks are deep learning models, which
are typically parametric models which iterate and transform the input data over a
large sequence of elementary modules. Deep neural networks are such parametrized
computational architectures which propagate each individual sample of the input data
{# 1N, € RN across a sequence of linear parametric operators and simple nonlinear-
ities. The so-called residual neural networks (ResNets, [140]) may, in the simplest case,
be cast as schemes of the mould

B = xF L o(whxF +bF)  for k€ {0, ..., Niayers — 1}
) (1.4.1)
X, =74; €R

(3

for all i € [N], where we set [N] := {1,..., N}. The unknowns are the states x¥ € R?
for any i € [N], o is an explicit scalar, Lipschitz continuous nonlinear activation function
defined component-wise in (1.4.1) (see Figure 1.4 for examples), {wk,bk}g:gers_l are
optimizable parameters (controls) with w* € R¥? — called weights, and v* € R? — called
biases, and Niayers = 1 designates the number of layers referred to as the depth. The
training process consists in finding optimal parameters steering all of the network outputs

NMavers 25 close as possible to the corresponding labels ¢; by solving

K3
N
. 1 Nlayers —
min 1NE loss ( Px; Ui )
i=1

Niayers —
{wk b}, 5

X

whilst guaranteeing reliable performance on unseen data (ensuring generalization). Here
loss(+,-) is a given continuous and nonnegative function which may change depending
on the task in hand - for instance loss(z,y) = ||z — y||}, for p = 1,2 is commonly
used for regression tasks, while loss(x,y) = log(1l + exp(—yz)) may be used for binary
classification, namely when ¢; € {—1, 41} (we refer to (6.2.8) for more general settings).
On the other hand, P : R — R™ is an affine map which in practice is either part of the
optimizable parameters or may be chosen at random. We shall assume that P is given
and specified on a case-by-case basis.

Historically, neural networks as known and applied nowadays date back to the perceptron,
introduced by Rosenblatt [231]. However, the major success and breakthrough which has
spurred the flurry of works in deep learning over the past decade is the work of Krizhevsky
et al. [167] on the ImageNet challenge. This work employs several engineering tricks for
training deep neural networks, combined with immense amounts of training data and
computing power. Developments of this kind are experimental in nature, and with the
increasing availability of computing power and use of deep networks in the past decade,
the gap between the theoretical understanding and experimental design has increased.
Neural networks are perceived as powerful but complex black boxes developed through
engineering craftsmanship, but there is a lack of an in depth theoretical understanding
of their fundamental working mechanisms, and in particular, of the choice of various
hyperparameters (e.g., the depth and width of the network, the regularization amplitude
of the trainable parameters, the learning rate, etc.).

25



Chapter 1. Introduction

Hyperbolic tangent Recifid Linear Unit(ReLU) Loaky RoLU

Figure 1.4: Commonly used activation functions include sigmoids such as o(z) = tanh(x)
(left), and rectifiers such as o(x) = max{z, ax} with a € [0,1); here a = 0 (middle) and
a = 0.1 (right).

Due to the inherent dynamical systems nature of ResNets, several recent works have
aimed at studying an associated continuous-time formulation in some detail, a trend
started with the works [89, 129]. This perspective is motivated by the simple observation
that for any ¢ € [N] and for T > 0, (1.4.1) is roughly the forward Euler scheme for the
neural ordinary differential equation (neural ODE)

o(w(t)x;(t) +b(t)) forte (0,T)

1.4.2
x;(0) = Z; € R% ( )

—
o
A
Nt
Il

This observation establishes a clear link between supervised learning via neural ODEs
and nonlinear optimal control.

Generalization in machine learning, namely learning meaningful and accurate represen-
tations from data, relies on underlying forms of simplicity. For instance, the folkloric no
free lunch theorem [271] states that no single model can succeed on all possible tasks — it
is therefore important for one to enforce a form of simplicity in the model or algorithm
(following the heuristic implied by Occam’s razor), which may (then called inductive bias
of the model) or may not rely on a priori knowledge of the data at hand. In the context
of neural networks and neural ODEs, such constraints can be induced by enforcing the
smoothness and smallness of parameters and the simplicity of the neural network output
or neural ODE flow, or by sparsity, which can be achieved by the choice of architecture
such as using convolutional neural networks [177], or by seeking regularizing the param-
eters to seek models which only rely on a small subset of relevant variables/parameters
among the large set of available variables/parameters [258].

Motivated by this discussion, we present several original contributions ensuring possible
simplicity of learning problems for neural ODEs in various asymptotic regimes of the
model hyperparameters.

1.4.1 Large-time asymptotics in deep learning (Chapter 6)

The role of the final time horizon T' > 0, which plays a key role in the control of dynamical
systems, has not been discussed in the context of supervised learning problems via models
such as (1.4.2). As each time-step of a discretization to (1.4.2) represents a different layer
of the derived neural network (e.g. (1.4.1)), the time horizon 7" > 0 in (1.4.2) may serve
as an indicator of the number of layers Niayers in the discrete-time context (1.4.1). Thus,
a good a priori knowledge of the dynamics of the learning problem over longer time
horizons is needed. Such an understanding would lead to potential rules for choosing the
number of layers, and enlighten the possible generalization properties when the number
of layers is large. We aim to bridge this gap by proposing several insights and an analysis
of the role of the time horizon T
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We shall henceforth denote
dy :=dx (d+1), d, :=d x N.
Moreover, given w € R**? and b € R?, we shall write

w b
W = ERdedl’ b:= ERdm. (143)

w b

We will consider stacked neural ODEs in R% of the form

{)'c(t) = a(w(t)):l(t) +b(t)) forte (0,T) (144
x(0) =x" € R4,
and

x(t) = w(t)o(x(t)) + b(t) forte (0,T)

{X(O) =x? e R% (1.4.5)

Empirical risk minimization

We first consider the classical supervised learning problem, namely that of regularized
empirical risk minimization:

inf JT7)\(’UJ, b)
[w,b]EH" (0,T;R™™)
x; solves (7.1.2)

= inf — loss sz i Jr)\H 1.4.6
[w,b]€ H* (0,T;R%) N Z X ( )

x; solves (7.1.2)

HH’“(OT]R‘M)

training error:=&(x(7")) regularization
with k£ = 0,1, and we begin by considering the case wherein P and loss(-,-) are chosen
n (1.4.6) so that loss(x,2) = 0. This is for instance the case when loss is a distance
inferred by a norm® (e.g., loss(z,y) = ||z — y||%», p = 1,2), and P is an affine map. Such
modeling assumptions are typically made in the context of regression tasks’, wherein
when minimizing the training error, one looks to interpolate the training data by means
of the projected neural ODE flow.

In this context, one can hopefully expect that the training error of the trajectory asso-
ciated to the optimal parameters converges to zero, i.e., the model asymptotically in-
terpolates/fits the dataset, and the parameters themselves converge to some limit which
satisfies desirable properties. We say that (1.4.5) (resp. (1.4.4)) interpolates/fits the
dataset {Z;, yl} _, in some time T' > 0 if there exists a time 7" > 0 and some parameters
[w, b] € L*(0,T; R ) (resp. in H'(0,T;R%)) such that the unique solution x to (1.4.5)
(resp. (1.4.4)), noting (6.3.1).intro, satisfies

Px;(T) =y; for all i€ [N].

Clearly, in view of the definition of £, with loss and P as above, if interpolation holds,
then the minimum of € (equal to 0) is attained.

We may state our main result in this context.

6We view matrices and tensors as vectors and consider the entry-wise norm throughout this thesis.
7 Albeit, one may address classification tasks by considering an appropriately chosen (Lipschitz and
monotonic) nonlinear P : R™ — [—1, 1], for instance, by truncating tanh(z).
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Theorem 1.6. Let A > 0 be fized. Suppose that P : R — R™ is any non-zero affine
map, and suppose that loss € CO(R™ x R™;R,) is such that loss(z,x) = 0. Assume
that (1.4.5) (resp. (1.4.4) with o 1-homogeneous) interpolates the dataset {:E’l,'g;}fil
in time 1. For any T > 1 let [wr,br] € L*(0,T;R%) (resp. in H'(0,T;R%)) be any
pair of global minimizers to Jx r, and let xp be the unique associated solution to (1.4.5)
(resp. (1.4.4)), noting (1.4.3). The following properties then hold.

1. There exists a constant C = C(x°,4,\) > 0 independent of T such that

C
E(xr(T)) < T
2. There exists a sequence {T,}1>, with T,, > 0 and T,, P +00, and some
n—r—+00

Xo € R¥% with &(x,) = 0 such that, along a subsequence,

XT, (Tn) m Xo- (147)
3. For anyn > 1, set
wy(t) == T wr, (tT) forte0,1],
bn(t) := T by, (¢T,) fort €0,1].

Then along a subsequence,

H [wn, bn] — [w*, 5]

| pesedl
HF(0,1;Rdu) n—s+00

where [w*,b*] € H*(0,1;R) is some solution to the minimization problem

2

H¥(0,1;Rdu)

inf H[w, b]‘
[w,b]€ H" (0, 1R )
x solves (1.4.4) (resp. (1.4.5)) in [0,1]
Pxi(1) =7 Vi

The main underlying idea is to use the homogeneity of the dynamics and the fact that

the squared L?—norm scales like % when one performs the inherent change of variable.

In fact, exploiting this idea in the case of (1.4.5) and thus k& = 0, we see that

T

inf EGer (1)) + A [ furt)]

wr=[wr,br]€L?(0,T;R%) 0
x7 solves (1.4.5)

by 1
ur=[wr,br]€L?(0,T;R%) T Jy
xrsolves (1.4.5)

At 2

= inf e(x(1 —i——/ ul(s ds.
u'=[w",b'|€L?(0,1;R ) G (L) T Jo H UH
x'solves (1.4.5) on [0,1]

This computation indicates that one may consider the behavior when T" — 400 for
fixed A > 0 and that when A \, 0 for fixed T > 0 in the same fashion. Although this
scaling is specific to the L?-regularization setting, it motivates completing Theorem 1.6
with the following result.
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Theorem 1.7. Under the assumptions of Theorem 1.6, fix T > 0, and for any A > 0,
let [wy,by] € L2(0,T;R%) (resp. H*(0,T;R%)) be any pair of global minimizers to
I, and let x be the unique associated solution to (1.4.5) (resp. (1.4.4)), noting
(1.4.3). The following properties then hold.

1. There exists a constant C = C(x°, ¢, T) > 0 independent of X > 0 such that
E(xA(T)) < CA.

“+ o0

n=1’

with A\, > 0 and A, ——— 0, and some

2. There exists a sequence {\,} -
n——+0o0o

Xo € RY% with &(x,) = 0 such that, along a subsequence

xz, (T) ——— Xo.
n—> o0

3. Moreover, along a subsequence,

H [, bx.] — [w*, b*] 0,

R,
H*(0,T;Rdu) n—>+00

where [w*,b*]T € H*(0,T;R%) is some solution to the minimization problem

2
inf H [w, b]‘
[w,b]€H* (0,T;R ")
x solves (1.4.4) (resp. (1.4.5))

and
Px;(T)=y¢; Vi

H*(0,T;Rdu)

We now consider the standard setting of classification tasks, wherein the labels ; take
values in a set of m > 2 classes — unless otherwise stated, we henceforth consider g; € [m]
for all i € [N]. We will focus on the cross-entropy loss in (6.3.4), which we recall, reads

‘ . . epxi(T)gi

where P : R4 — R™ is made precise later on. An important feature of the cross-
entropy loss is the fact that it is not coercive with respect to the first variable — namely,
as Px;(T)g, goes to infinity, the loss goes to zero. This is quite in line with intuition
regarding classification tasks, as one looks to separate the features with respect to their
individual class in the label space R™.

The problem consisting of classifying a given dataset is closely tied to the followin% notion
of separability: we say that (1.4.5) (resp. (1.4.4)) separates the dataset {Z;,7;};_, with
respect to P if there exists a time 7" > 0 and some parameters [w,b] € L?(0,T;R%)
(resp. in H'(0,T;R%)) such that the unique solution x to (1.4.5) (resp. (1.4.4)) satisfies

Px;(T)y — max Px;(T); >0 for all ¢ € [N].
- JE[N]
J#Ti
In other words, a parametrized neural ODE flow separates the given dataset if the cor-
responding margin vy, p), defined as

Vw,b] -= irél[il{/l] Px;(T)g — ]HEl[aJJ\}f(] Px;(T); (1.4.9)
I#Yi

is positive. We may now state our main result® in the classification context.

8Just as in the regression context, one may show the analog result when T' > 0 is fixed and X \, 0
(see Theorem 6.4).
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Theorem 1.8. Let {Z;, @}f\il be a given dataset with ¥; € R? and §j; € [m]. Let A > 0
be fized, and let Q : R% — R? be a non-zero affine map such that Q; > 0 fori € [N].
Set

x) = QF for i €[N],
and let P € R™*% be any non-zero matriz such that (1.4.4) with o(r) = max{z,0}
separates the dataset {x?, g’z}i\]:l with respect to P in some time Ty > 0, and let v denote

the associated margin as defined in (1.4.9). For any T > Ty, let [wr, by] € HY(0,T;R%)
be any pair of global minimizers to Jyr with cross-entropy loss, and let xr be the
associated unique solution to (1.4.4) with o(x) = max{x,0}. Then, there exists a
constant C = C(xY, 7, \) > 0 independent of T > 0 such that

T

E(xr(T)) < log (1 +(m—1)e ¢ ? > + CT? 1 (1.4.10)

holds for any o € (0, %)

Discussion. Let us put all of the above asymptotics results into context.

o Generalization. The regularization path limit A \, 0 has been addressed in some
machine learning literature. This was initiated in [233, 232], where the authors
study linear logistic regression, and show convergence to the max-margin (the clas-
sification analog of minimal norm parameters in the regression context; see the end
of the Introduction for more details) as A N\, 0, under the assumption of linearly
separable data. The max-margin, support vector machine solution, ([249]) is a spe-
cial example among all solutions that fit the training data. Another example is the
minimal ¢?2-norm solution for linear regression, and both of these solutions can be
shown to ensure generalization by virtue of explicit generalization error estimates
[18, 151]. This insight stipulates a generalization capacity of our asymptotic limits
as T — +o0o or A N\, 0.

Our results are an extension of the above-cited works to significantly more com-
pound models such as neural ODEs and ResNets, as, using similar arguments as
when T" — +00, we obtain the same conclusions when A N\, 0 and T is fixed.

Moreover, Theorem 1.6 also stipulates generalization properties — namely, optimiz-
ing with 7" > 1, which may be interpreted as a larger depth for ResNets, has the
practically desirable effect of making the training error close to zero, but by means
of almost optimal parameters in the interpolating regime.

e Universal approximation. The asymptotic results presented above may (heuris-
tically) be interpreted as approximation results in the sense of the universal approx-
imation theory. These are density results for neural networks, and in the simplest
cases can be interpreted in terms of the elementary building blocks of measure
theory such as the density of simple functions in Lebesgue spaces. The first result
in this direction is the seminal work [76], which indicates that shallow neural net-
works with increasing width, i.e., a superposition of sufficiently many dilated and
translated sigmoids, may approximate any continuous function on compact sets.
We also refer to [142, 220] for an extension to multi-layer neural networks. Our
results are somewhat dual to [76] — therein, to increase the approximation accu-
racy, the width is allowed to grow, whilst we fix the width and allow the depth
to increase. We refer to the thesis [211] for results and a comprehensive review
of universal approximation results for ResNets, and to the recent works [182] and
[237], for universal approximation results for neural ODE and for observations on
the latter’s working mechanisms.

A key caveat of universal approximation results is that there is no scalable method
to compute the theoretically guaranteed parameters. On the other hand, our results
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provide approximation properties for the trained parameters, albeit for a fixed
dataset and not for the unknown underlying function.

e Completing Theorem 1.8. As it stands, Theorem 1.8 is very specific to neural
ODE:s of the form (6.3.2) with ReLU activations, and the specific form of the cross-
entropy loss, from which the first term in the estimate (6.3.12) is derived. This is
due to the proof strategy, which relies on using the positivity of the right hand side
to, in some sense, obtain a linear equation for the projected output features for
some auxiliary parameters constructed within the proof, and thus have an explicit
solution for these parameters of the form ~ e?. This stimulates the appearance of
the second exponential within the log in (1.4.10).

Moreover, unlike what was done in the regression setting, Theorem 1.8 does not
provide a limit for the trained parameters. We refer to Section 1.5.2 for more details
regarding this direction.

Augmented empirical risk minimization

We are now interested seeing whether one can obtain better quantitative estimates for the
decay of the training error & to 0 with respect to the time horizon (~ number of layers)
T > 0 — namely, improve the rate of convergence of the training error to 0 manifested in
Theorem 1.6 and Theorem 1.8. We will henceforth solely concentrate on the ¢2-loss:

N
1 _,
&(x) = N > [1Px; — il (1.4.11)
=1

for x € R% , where P € Lip(R% R™) is any given surjective and non-zero map, which, in
the context of regression, is simply a non-zero affine map, while in the context of binary
classification, may be an affine map composed with a sigmoid nonlinearity.

To obtain stronger quantitative estimates, we will introduce a slightly different learning
problem, inspired from results in optimal control theory of Part II. For fixed A > 0, we
will study the behavior when T > 1 of global minimizers to the functional

T 2

Jr(w,b) == a(x(T))+/0 ||x(t)—§H2dt+)\H[w,b]H (1.4.12)

H*(0,T;Rdu)’
with & as in (6.4.1), and where X; € P~1({#;}) for all i € [N] are given. We note that,
contrary to the case where we minimizing the training error at the final time T', here,
the same scaling does not appear which allows us to deduce an equivalence with A — 0.
Hence, we will solely be interested in the behavior when 7' > 1.

We state our main result in the context of the augmented supervised learning problem
consisting of minimizing (1.4.12).

Theorem 1.9 (Exponential decay/Turnpike). Fiz A > 0, let P € Lip(R%;R™) be any
given non-zero and surjective map and let X € Ré% with X; € P~1({#;}) be arbitrary.
Suppose that system (1.4.5) (resp. (1.4.4) with o 1-homogeneous) is controllable with
linear cost in some time Ty > 0 in the sense of Definition 6.4.1.

Then, there exists T* > 0 and positive constants Cy,Co, u > 0 depending on \, Z;, y;, N
such that for any T > T*, any parameters [wr,br] € HF(0,T;R%) minimizing
(1.4.12), where k = 0 in the case of (1.4.5), and k = 1 in the case of (1.4.4) and
the corresponding unique solution xr to (1.4.4) (resp. (1.4.5)) satisfy

ler @]+ [er @] < Cre™*

for a.e. t € [0, T] and
E(xr(t) + [xr(t) — || < Coe™*

for allt € ]0,T).
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Discussion. Curiously enough, up to the best of our knowledge, this is the first the-
oretical insight in the machine learning literature for supervised learning problems via
neural ODEs where one regularizes the empirical risk over the entire horizon [0,7] (i.e.,
penalizes the features over the entire depth of the associated ResNet). Let us provide
some additional comments.

e Comparison with Theorem 1.6 and Theorem 1.8. This result is in line
with Theorem 1.6 and Theorem 1.8, but with a significantly improved rate of
convergence, and thus a better estimate of the time horizon needed to be e—close
to the interpolation or separation regime for any given ¢ > 0. This ought to be
compared with universal approximation results, in which, a key caveat is that there
is no scalable method to compute the theoretically guaranteed parameters. In fact,
the exponential decay estimate ensures that 7" need not be chosen too large to
render the training error small. Due to the exponentially small global minimizers,
numerical experiments show that the learned flow is simple, stipulating possible
generalization properties.

e Extensions. The second estimate can also be shown to hold for more compound
neural ODEs consisting of combinations of (1.4.5) and (1.4.4) (e.g. (6.3.13)). How-
ever, due to the lack of homogeneity of the dynamics with respect to the parameters
in such cases, we do not know how to show the exponential decay of the optimal
parameters.

e An alternative. Due to the nature of the proof of Theorem 1.9, which strongly re-
lies on the fact that we may estimate the entire state x(¢) via Gronwall arguments,
we have restricted our study to an integral tracking term consisting of the squared
L%(0,T;R%)—norm, albeit the final cost &(x7(T)) allows us to study both classifi-
cation and regression tasks. However, having to look for targets X in the preimage
of the labels 7; by P for any general task may not be ideal computationally.

To alleviate this, at least numerically’, we observe that the stabilization phe-
nomenon for the output features (and also for the trajectories, although perhaps
not with the same rate) persists when the term ||x(¢) — X||? is replaced by the
training error €(x(t)) with a general and possibly non-coercive loss, for instance,
the cross-entropy loss on a multi-label classification tasks as seen in Figure 1.5 &
Figure 1.8 (see the respective examples for modeling details). We stipulate this
stabilization phenomenon (be it exponential or not) to possibly hold for global
minimizers of functionals of the form

2

Jr(w,b) == /OTS(x(t))dt+)\H[w,b]H (1.4.13)

HE(0,T:Rdu)’
with € as above, and loss being continuous and nonnegative, but otherwise arbi-
trary.

1.4.2 Sparse approximation in learning via neural ODEs (Chap-
ter 7)

Sparsity is a highly desirable property in many machine learning and optimization
tasks due to the inherent reduction of computational complexity. When induced by
¢! —regularization for instance, it has been used extensively for simplifying a machine
learning task by selecting a strict subset of the available features to be used in an autom-
atized manner. An illustrative example is the well-known Lasso (least absolute shrinkage

9Unless stated otherwise, all software experiments were done using PyTorch [214] (and may be found
at https://github.com/borjanG/dynamical.systems), using the Adam optimizer [159] with learning
rate equal to 1073 and TorchDiffEq library [61]. Experiments were conducted on a personal MacBook
Pro laptop (2.4 GHz Quad-Core Intel Core i5, 16GB RAM, Intel Iris Plus Graphics 1536 MB)
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Figure 1.5: Example 6.4.4: The decay of the training error (left) and stabilization of
optimal state trajectory (right) for (1.4.13) with cross-entropy loss. See Example 6.4.4
for modeling considerations.
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Figure 1.6: Example 6.4.4: The training dataset (left) and the evolution of the trained
neural ODE trajectories xr;(t) (right) in the phase plane. See Example 6.4.4 for mod-
eling considerations.

and selection operator, [239, 258]), which consists in minimizing a least squares cost
function and an ¢'-penalty for an affine parametric model, and enforces a subset of the
trainable parameters to become zero. As a consequence, the associated features may
safely be removed.

Following this line of reasoning, we study supervised learning problems viewed from a
continuous-time, neural ODE perspective, and we demonstrate the appearance of spar-
sity patterns for L'-regularized minimization problems. More precisely, the supervised
learning problem we address in this work consists in minimizing, for A > 0 and 7' > 0, a
functional of the form

T T
Jr(u) ::/ 8(x(t))dt+)\/ lw(®) |1 dt, (1.4.14)
0 0
over u = [w, b] € Yaq 7, where € denotes the empirical risk defined by
L
E(x(t)) = ; loss(Px;(t), 7). (1.4.15)

Here x € C°([0, T); R%) solves (1.4.5) (or (1.4.4) with o 1-homogeneous), P : R — R™
is a given affine map, and

oz = {u e LY(0, T;R%™): [u(®)], <M ae. in (o,T)}
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Generalization outside training data
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Figure 1.7: Example 6.4.4: Plot of 1.25
the trained classifier on [—~2.5,2.5]? and g8 1.00
its evaluation on the test dataset; the 075
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for modeling considerations. 1 000
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Figure 1.8: Example 6.4.5: The decay of the training error (left) and stabilization of
optimal state trajectory (right) for (1.4.13) with cross-entropy loss. See Example 6.4.5
for modeling considerations.

for a fixed thresholding constant M > 0'°. Finally, loss(-,-) : R™ x ) — R, is assumed
to satisfy

loss(+,y) € Lip;,o(R™;Ry)  and inf loss(z,y) =0, foranyye). (1.4.16)

z€R™

We shall make use of the £!-norm ||-||; on R%, defined element-wise as ||u||; := 2211 g
for u = (uy,...,uq,) € R%. We point out that our results would clearly hold for different
norms on R% (e.g., the euclidean norm or max norm) by the equivalence of norms.

We will assume that the neural ODE under consideration can interpolate the dataset
{#;,7;}¥,, either in finite or in infinite time, namely, we shall suppose that there exist
parameters such that its corresponding trajectory makes the training error & vanish,
either in finite or in infinite time. More precisely,

1. We say that (1.4.5) (resp. (1.4.4) with o 1-homogeneous) interpolates the dataset
{#;,7:}Y, in time Ty > 0 if there exist parameters u € L>(0,Tp; R?%) such that
the corresponding unique solution x € C°([0, Ty]; R%) to (1.4.5) (resp. (1.4.4) with
o 1-homogeneous) satisfies

N
&(x( = Z oss(Px;(Ty), 4:) = 0.

2. We say that (1.4.5) (resp. (1.4.4) with o 1-homogeneous) asymptotically interpo-
lates the dataset {7, ; }), if there exist Ty > 0, a function h € C>([Ty, 00); R,)

10The L'-regularization in (7.1.8) enforces the use of sparse parameters concentrated near t = 0. We
include an L®°—constraint in the definition of {{,4 7 in order to prevent degeneracy.
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1.4. Part III: Interplay of deep learning and control

Figure 1.9: Example 6.4.5: We illustrate the evolution of three individual MNIST
samples x;(t) € R7* at times t € {0,2,8,15,19} — each trajectory stabilizes to some
steady configuration after time ¢ > 8. Curiously enough, the neural ODE tends to
compress the input digit samples ahead of classifying via the softmax applied to the
output features Px;(t) € R, See Example 6.4.5 for modeling considerations.

satisfying

() <0 fort>T, and lim h(t) =0,

t— o0

and parameters u € L>®(R,;R%) such that the corresponding unique solution
x € CYJ0,+00);R%) to (1.4.5) (vesp. (1.4.4) with ¢ 1-homogeneous) on R,
satisfies

e(x(t)) < h(t) for t > To.

We consider asymptotic interpolation due to the occurrence of non-coercive losses which
do not attain their minimum, exemplified in the context of classification tasks with losses
such as the cross entropy. In fact, in Proposition 7.4.2, we prove that, under suitable
assumptions, the asymptotic interpolation property for the cross-entropy loss holds with

A(t) = log (14 (m — 1)e '),

where v > 0 is the margin defined by (we set [m] := {1,...,m})

:= min < Px;(Ty)z — max Px;(Ty);
Y ietn) (To)g: ji[’f] (Tv);
IFYi

We may state our main result in this context.
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Theorem 1.10. Let T > 0, A > 0 and M > 0 be fizred, and let ur € Uyqr be any
(should it exist) global minimizer to Jr defined in (1.4.14), with & as in (1.4.15), loss
satisfying (1.4.16). Let xp € C°([0,T];R%) be the corresponding solution to (1.4.5)
(resp. (1.4.4) with o 1-homogeneous). Then, there exists T* € (0,T] such that

lur@®)|1 =M for a.e. t € (0,T"),
llur(t)]|1 =0 for a.e. t € (T, T) (1.4.17)
and
E(x(T%)) < &(xr (1)) fort €10,T). (1.4.18)

If moreover,

1. (1.4.5) (resp. (1.4.4) with o 1-homogeneous) interpolates the dataset in some time
Ty > 0, there exists Thy > 0 and Cpy > 0 independent of T such that

Oum

T < Ty and  E(xr(TF)) < T

2. (1.4.5) (resp. (1.4.4) with o 1-homogeneous) asymptotically interpolates the
dataset, there exists Cpy > 0 independent of T such that

. _Cu, 4 (1 1 . Crv, 4 (1 1
< =M — )+ = < =M )+ =,
T < h < > and  E(xp(T")) < h +

Discussion. Let us comment on the insight provided by the above result.

e Novel contribution. Our main result ensures that any!! minimizer up of Jr is
sparse in the sense that up = 0 on (7%, T) for some T € (0,T]. To the best of our
knowledge, this is the first such result for nonlinear optimal control problems set in
a finite-time horizon, and the first sparsity result in the machine learning literature
regarding neural ODEs.

e Coordinate-wise sparsity. A related concept to sparsity is that of coordinate-
wise sparsity, which is described by

uj(t)up(t) =0  for j,ke{l,....dv}, J#k

for t € (0,T). Equivalently, this entails that at most one coordinate of u(t) is
non-zero at time ¢. This is itself in the spirit of switching — we refer the reader to
[282] for a comprehensive overview of switching in the context of linear systems.

In [153], the authors study the occurrence of switching for infinite-time horizon op-
timal control problems for ODE systems akin to ours, and stipulate that coordinate-
wise switching occurs when one considers a regularization of the parameters such
as

2

T T [ du
w(t) |1 w; (t)ug (t)]'7? = u; ()] .
/0 lu@l+2 > Juy(Eun(®)]7 | dt /0 j;\ i (0] dt

gk €ldu]
itk

A relevant point of such sparse/switching parameters would be the possibility of
allowing the discretized dynamics to alternate dimensions over different time in-
stances, hence in the discrete, ResNet context, allow for a variable width interpre-
tation of the neural ODE models.

1 One can readily show that a minimizer exists when f is parametrized as in (1.4.5) by means of the
direct method in the calculus of variations. However, for f as in (1.4.4), ensuring compactness does not
appear straightforward.
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Since our methodology for the proof of Theorem 1.10 is based on the homogene-
ity of the neural ODE with respect to the parameters, and the invariance of the
LY(0,T;R%)-norm with respect to the induced scaling (and does not rely on ana-
lyzing the optimality system, thus allowing for Lipschitz-only activation functions),
it is entirely plausible to stipulate the occurrence of coordinate-wise sparsity in our
finite-time horizon context by applying our arguments presented below to this pa-
rameter regularization, since it also is invariant by the induced scaling. We however
leave the proof for a forthcoming work.

Parameter sparsity: M =8 Stability of norms

8 — Ju(t) 1201

100

5 80

60

[SF

0 2 4 6 8 10 0 4 6 8 10
t (layers) t (layers)

Figure 1.10: We visualize a manifestation of the first part of Theorem 1.10 for a binary
classification task. Left: the sparsity of the optimal parameters ur = [wr,br| over
time/layer with M = 8; Right: The norms of the associated state trajectory and projected
output (see Figure 1.12). One notes a phase transition at the stopping time 7™* ~ 3.

Decay of training error

0.81
0.6 1
041 Figure 1.11: We also visualize a manifesta-
tion the second part of Theorem 1.10, which
stipulates a bound of the training error at
004 the stopping time 7% ~ 3 — we in fact see
0 3 1 A 5 1o that the training error stabilizes beyond the
t (layers) stopping time.

0.2 1

1.5 A couple of open problems

Open problems specific to each chapter may be found at the end of each individual chap-
ter. In what follows, we present a couple of open problems, related to our contributions,
which we believe merit an in-depth investigation.

1.5.1 Controllability of the parabolic obstacle problem

The parabolic obstacle problem is the heat-like evolutionary analog of the classical obstacle
problem, itself being the prototypical stationary free boundary problem [42]. It has
seemingly found several applications in practice, mainly in finance [215], where it is used
in the modeling of stock options, with the obstacle representing the stock payoff. The
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Figure 1.12: We visualize the evolution of the state trajectories of the neural ODE, in
the setting of Figure 1.10. Left: Initial configuration of training data; Right: Evolution
and the final configuration x;(T") of the trajectories, for i € [N].

Generalization outside training data
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domain of the classifier.

parabolic obstacle problem is commonly formulated as a variational inequality: given
T > 0, an open, bounded and smooth domain Q C R%, an obstacle

Y e C?([0,T] xQ), with ¥ <0on (0,7)x0Q and ¢y—o=0in Q,

and yo € HE(Q) satisfying yo > 0, find y € C°([0, T]; HZ (Q))NL2(0,T; H?(Q)) satisfying

/Q&sy(t)(v(t) —y(t)) dz +/ Vy(t) - V(v(t) —y(t))de >0 in (0,T)

Q
y= in (0,7) xQ

Yt=0 = Yo in Q

(1.5.1)

forallv € C°([0,T]; HL(Q))NL?(0,T; H%()) with v > 9. Such a solution y may be found
by using a penalization method to obtain a semilinear heat equation, a priori estimates,
with the conclusion following by compactness to pass to the limit (see e.g. [32, 41, 15]).
Whilst commonly in the literature, the parabolic obstacle problem is formulated with
a time-independent obstacle ¥ (oftentimes 0), we shall consider this specific case to
illustrate an interesting open problem in the context of control.

By choosing specific test functions, one may see that the problem (1.5.1) with homoge-
neous Dirichlet boundary conditions may be rewritten as

min{d;y — Ay,y — ¢} =0 in (0,7) x Q
y = in (0,T) xQ (1.5.2)
Yt=0 = Yo in Q

Much like the classical obstacle problem, the parabolic obstacle problem is also a free

boundary problem, the free boundary being the boundary of the non-contact set, i.e.
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1.5. A couple of open problems

I'(t) := 0{y(t) > ¥(t)}, on which, it can be shown (see [105]) that, in addition to the
matching y(t) = 1(t), the condition |V (y(t) — 1(t))| = 0 is satisfied. This implies that
the free boundary must be an unknown of the problem, as otherwise, the solution would
be zero by unique continuation.

An open problem is that of the exact-controllability of problem (1.5.1)/(1.5.2). The
natural target would be the stationary solution, namely the solution 7 € H?(Q) N H}(Q2)
to the elliptic obstacle problem:
min{-A7,7 -} =0 inQ
AT —v) (1.5.3)
Y= in Q,

given ¢ € C?(Q) with ¢ < 0 on 9.

To this end, one could for instance, consider, instead of homogeneous Dirichlet boundary
condition, a boundary control acting on a subset or on the entire fixed boundary 0f2.
The issue in doing this is the lack of differentiability of the control-to-state map (even
for d = 1), as illustrated in [217, Section 1.3, pp. 47] (see also [207]). On another
hand, to our knowledge, there is no such impediment regarding the obstacle-to-state
map ¢ — y. In fact, in the recent work [246], Serfaty and Serra show, for the elliptic
obstacle problem defined on the whole R%, d > 2, that the contact set evolves in a
differentiable manner with respect to perturbations of the obstacle, in the context of a
Hoélder functional framework. This could thus stimulate considering deformations of the
obstacle, i.e., viewing the obstacle i) as a control, with the end goal being the exact
controllability of y to 7 in time T

y(T,) =) in Q.

Since 7 is an attractor of the solutions to the evolutionary problem ([67]), one may simply
switch the time dependent obstacle v to i beyond time T' to remain at .

The variational inequality formulation of the parabolic obstacle problem is not too con-
venient for making use of established controllability strategies for nonlinear problems,
generally relying on combining linearization and the HUM. On another hand, to the best
of our knowledge, the free boundary formulation does not appear to come along with
an evolution equation for the free boundary (rather only the law |V (y(t) — ¥(¢))| = 0),
should one look to parametrize it by the graph of a function. Therefore, the methods
presented in Part I of the thesis do not seem (at least not immediately) applicable. On a
related note, the exact controllability of the one-dimensional wave equation with a Sig-
norini boundary condition (namely, an obstacle constraint but only at one end) is done
in [13] by using a penalization method and uniform estimates to pass to the limit. In the
context of the parabolic obstacle problem, one can indeed show the controllability under
the obstacle constraint for the penalized problem (see [219]), but obtaining a uniform
estimate of the control cost with respect to the penalization parameter does not appear
straightforward.

1.5.2 Convergence to a max-margin separator

As discussed in what precedes, in works such as {233, 232, 139, 269, the authors prove
the convergence of the normalized margin for £>-regularized classification problems with
cross-entropy loss and homogeneous models (e.g., ReLU activated multi-layer percep-
trons) converges to a max-margin classifier as the regularization hyper-parameter A goes
to zero. This is a very desirable property in the context of classification tasks, as max-
margin classifiers can be shown to satisfy explicit generalization bounds, and have been
seen to generalize well in practice.

The max-margin classifier is, as insinuated, the set of parameters which maximizes the
margin between two separated classes, and in fact, the max-margin hyperplane, which is
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the hyperplane lying in the middle of the margin, is in fact the solution provided by the
(hard-margin) support vector machine algorithm (SVM), introduced in [73], wherein one
explicitly seeks the hyperplane (see Figure 1.14) with the biggest margin between two
(i.e. §i € {—1,1}) linearly separable'?: we solve
min [|w]|.
[w,b]€R? xR

subject to
i(w' &—b)>1 for i€[N]

We have, however, only shown that the training error decays to zero when T' — +o00
(or equivalently A N\, 0) with an explicit rate in the context of ReLU activated neural
ODEs and cross-entropy loss. The main difficulty in showing a convergence of the margin
or the optimal parameters for neural ODEs — compared to existing works on multi-layer
perceptrons—, is the lack of homogeneity of the ODE flow with respect to the parameters.
Indeed, while the dynamics is homogeneous with respect to the parameters, there is no
guarantee that this should hold for the full flow — in general, it is not even obvious to
characterize the solution of the neural ODE with a multiplicative scaling with respect to
the solution of the neural ODE with the original parameters.

Margin and max-margin hyperplane

w
"~
ot A
o
-~
e
©
—_
o

Figure 1.14: The margin denotes the distance between the two dashed lines, and the
max-margin hyperplane is the line half-way, thus maximizing the distance between the
two classes.

Let us provide more detail, and for this, let us consider the following setup. For simplicity,
let us focus on the neural ODE (1.4.5). Now, given ur = [wr, br], denote

_ [wTv bT]

H [wr, br] ||L2(0,T;Rdu)

ur = s

and let X7 denote the solution to (1.4.5) associated to ur. We recall that the margin of
ur is defined by

= min { PR (T)s — max PXp;(T); 5. 1.5.4
Yar = min 1.:(T)g, j%"i)]{ 7.:(T); (1.5.4)
J7FYi

We also define the max-margin as

~* = sup Y- (1.5.5)
HUHLQ(O’I;Rdu)gl
x solves (1.4.5)

12This can be generalized to data which is not linearly separable by means of soft-margin minimization,
or by the so-called kernel trick. We refer the interested reader to [119].
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Note that v* > 0 if and only if the training dataset is separated in the sense of Defini-
tion 6.3.4. In view of the results of [233, 232, 139, 269], a natural question one may ask

is whether
*

lim Yar =7

T—+o00

where wp are the optimal normalized parameters.

A computation

Let us motivate the eventuality of the convergence result by providing a brief sketch of
the proof when A N\, 0 (which is, by means of the scaling discussed in what precedes,
equivalent to T — +o0 for neural ODESs) in the context of the following ReL U-activated
perceptron without bias!3:

2

®(z,u) = w? max{w'z, 0},

where u = [w!, w?] with w? € R™*did and w! € R%ia*d Note that
(2, au) = ?®(x,u), (1.5.6)
which is the cornerstone of the subsequent computations. We shall consider the functional
N D(Zi,u) g,
1 e i 9
i=1 7j=1

namely the ¢?-regularized empirical risk with cross-entropy loss. We denote by uy a
global minimizer of this functional. Let u* = [w* w?*] be a max-margin separation
solution, namely a pair of weights such that ||u*|| < 1 and

*
Yur = Max vy =",
lull <1

where 7, denotes the normalized margin, as defined in (1.5.4):

w = min ¢ ®(Z;, u)y — max (7, u); - 1.5.8
Y ieiny ( )y ji@] ( )J ( )
I7Yi

Now note that for any « > 0 and parameters u, due to (1.5.6),

1 N ea2<I>(i‘i,u)gi 9 9
1 N 2(@(-‘. );—®(T; )_) 2 2
=5 D log |14 Y e* (PEmim @) | g Ao ful| (1.5.9)
i=1 JE[M]
J#Yi
1 N a <maxje[m] (I’(:i'iq,u)j@(ii,u)gi)
AT 2 2
< i glog 1+ (m—-1)e J#Gi + Xa?|ul|
—a? (@(f,,u)% —maxje[m] @(i’i,u)j>
<log | 14 (m—1)e 35 +a?||ull?. (1.5.10)

130ne can readily adapt the subsequent computations to multi-layer perceptrons without bias, the
only change being the exponent of the homogeneity.
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On the other hand, in (1.5.9) we also observe that

Z @ (2@ —@(@iuw)g;) > exp | a? rgf%x] O(Z;,u); — O(Zi, u)g, ,
m
e 7

and thus, we may lower bound in the identity (1.5.9) by

1 —a? ((I)(j‘i,u)gi —IMAX e [y @(fi,u)j>
Jy(au) > Nlog l+e J# Vi + e ||ul?. (1.5.11)

Now picking & = ||uy|| and v = v* in (1.5.10), and noting that ||u*|| < 1, we deduce

I (u*|lua]) < log (1 + (m— 1)e-lul? 7*) + sl (1.5.12)
We then use (1.5.11) with o = ||uy|| and v =Ty := Tuay With the effect of
1
In(un) > - log (1 + e*““k“zm) A Jua 2 (1.5.13)

Combining (1.5.12), (1.5.13) with the optimality of uy, we deduce that
Nlog (1 +(m— 1)6*“’““2“) > log (1 n e*HwII%T) . (1.5.14)

This holds for any A > 0. Then, since [|uy|| — 400 as A ™, 0 (this can be shown by
contradiction), we may Taylor expand (1.5.14), and after some elementary arguments,
deduce that

liminf ~g, > ~%.

1311\%1 Yax 2
Since by definition, v* > ~g,, this would lead to the convergence of the normalized
margin.

Discussion

The main caveat with the above computations’ applicability to ResNets and neural ODEs
lies in the homogeneity of the output. In the neural ODE context, this would entail having
a property of the form

Px3(T) = " Pxp(T) for all a > 0, (1.5.15)

for some r > 0, where xr is the solution to (6.3.3) associated to the optimal parameters
[wr, br] (namely global minimizers Jy p, where A > 0 is fixed), whereas x is the solution
to (6.3.3) associated to [awr, abr]. This appears to be an unrealistic situation because
of the presence of the multiplicative weight matrix w(¢), but perhaps, the polynomial
homogeneity could be replaced by some function p(a), with ¢ : Ry — R, increasing
and bijective (e.g., of exponential form).

We strongly expect some convergence result for the margin associated to the optimal
parameters to hold, at least in the context of ReLU activated neural ODEs and a setting
akin to Theorem 6.3. We leave this topic open for further investigation.
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Controllability of free boundary
problems
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Chapter 2

One-dimensional viscous free
boundary flows

Abstract. In this chapter, we address the local controllability of a one-dimensional
free boundary problem for a fluid governed by the viscous Burgers equation. The free
boundary manifests itself as one moving end of the interval, and its evolution is given
by the value of the fluid velocity at this endpoint. We prove that, by means of a control
actuating along the fixed boundary, we may steer the fluid to constant velocity in addition
to prescribing the free boundary’s position, provided the initial velocities and interface
positions are close enough.

Keywords. Controllability, free boundary problem, viscous Burgers equation.
AMS Subject Classification. 93B05, 35R35, 35Q35, 93C20.

This Chapter is taken from [110]:

Controllability of one-dimensional viscous free boundary flows.
B. Geshkovski and E. Zuazua, 2019.
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2.1. Introduction and main result

2.1 Introduction and main result

Let T' > 0 be a given positive time. We consider the following problem for the viscous
Burgers equation:

Vg — Vg + 00, =0 in (0,7) x (0,€(t))

v(t,0) = u(t), v.(t,€4(t)=0 in (0,7)

0(t) = v(t, (1)) in (0,7) @1.1)
v(0,2) = vo(2), £(0) =4y in (0, 4y)

System (2.1.1) is a free boundary problem, where the unknown is the pair (v, ), with £
representing the free boundary. Here 5 > 0, and u = u(t) is a control actuating along the
fixed boundary z = 0. Henceforth and in the above, we use the notation (0,7") x (0, £(t))
for the set {(t,z) € (0,T) x R: 0 < z < £(t)}, with analogue notation for the closure of
the latter.

Model (2.1.1) is presented and studied by Caboussat & Rappaz in [36, 37], where local-in-
time existence and uniqueness of strong solutions are shown, supplemented by numerical
studies. It may be seen as a one-dimensional simplification of the incompressible Navier-
Stokes equations with a free surface set in R? with d = 2, 3, as encountered in the works of
Beale [19, 20|, and Maronnier, Picasso & Rappaz [199], where particular emphasis is given
on the application to mould filling. The state of System (2.1.1) involves the velocity v (¢, 2)
of the one-dimensional fluid and the free boundary £(t), whose counterpart in dimension
d > 2 would represent the position of the free surface of the fluid. The fluid velocity
is governed by the viscous Burgers equation, while the dynamics of the free boundary
follow the fluid velocity, as per the equation ¢'(t) = v(t, £(t)).

As the state of the system (2.1.1) consists of two components (v, £), the natural exact-
controllability problem, which is the main goal of this work, is to steer both components
to a priori defined targets in a given time 7" > 0. This would ensure the entire system
remains in such a configuration after the time 7' has elapsed. Formulated as such, this
control problem has not been accurately addressed in the literature for systems where
the coupling between the PDE and ODE components is only done through the boundary
of the domain, as in (2.1.1). Through this work, we aim to present a systematic and
ordered methodology for addressing such compound control problems.

The most general and feasible targets to which one may control both components of
(2.1.1) are time-dependent trajectories of (2.1.1), namely free solutions to (2.1.1). The
question of controllability to non-trivial trajectories is however not straightforward at
all. This is observed on the level of the system linearized around the non-trivial target
trajectory, which contains several non-local trace terms (see (2.5.1)). Consequently, in
terms of the adjoint problem one obtains non-standard boundary conditions (see (2.5.3))
for which, up to the best of our knowledge, observability inequalities are lacking. This
is discussed in more detail in Section 2.5.1, and the general problem of controllability to
arbitrary trajectories remains open.

At this point, we observe that for any £, > 0, the pair (o, £) with
veER, ((t)=L.+vt>0 inl0,T], (2.1.2)

is an explicit, non-trivial solution to System (2.1.1) with « = ©. As discussed in Sec-
tion 2.2, the system linearized around this trajectory does not manifest the issues ap-
pearing in the general trajectory case. The main goal of this work is to prove the local
exact-controllability for (2.1.1) to this particular trajectory. To be more precise, given
an arbitrary constant velocity ¥ and an initial position ¢,, we want to show that when-
ever (v, {p) are sufficiently close to (T, ¢,) (see Figure 2.1), one can find a control u(t)
such that the corresponding trajectory (v,f) to (2.1.1) connects (vo, o) to the target
(U, £, +vT) at time T'. This is reflected in our main result.
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Theorem 2.1. Let T > 0, £, > 0 and v € R be such that £(t) = £, + vt > 0 for all
t € [0,T). There exists r > 0 such that for all £y > 0 and vo € H'(0,4y) satisfying

[vo — D 1 (0,60) + [lo — £u| < 7y
there exists a control u € H**(0,T) such that the unique solution
cec(o,T]) ve L2(0,Ts H2(0,4()) N ([0, 7] H'(0,¢()))
of (2.1.1) satisfies

tei[%fT] (t)>0 and LT)=L4T) and o(T,")=7 in (0,4(T)).

Moreover, one has

wll s o,y ST 1vo =0l 10,60) + [l — Lel-

Our proof combines several elements of control of parabolic equations in a systematic and
ordered way, in view of establishing a well-defined and clear methodology for tackling
controllability problems for free boundary systems such as (2.1.1).

A couple of remarks are in order.

Remark 2.1.1. It is readily seen that Theorem 2.1 also covers the case of null-controllability
of the state and prescribing the position of the interface, by considering (v,£) = (0,£,)
with ¢, > 0. Aside from the trivial solution (0,£,), we may also look to potentially con-
trol to the stationary solutions of (2.1.1), namely, time-independent solutions. In other
words, given £, >0 and v € R we seek to compute the solutions to

{Uzz +vv, =0 n (07 f*) (2 1 3)

v(0) =0, vl) =0, v,(¢)=0.

It may be checked that the only solution to the second-order equation in (2.1.3) isv =0,
which enhances our interest in time-dependent trajectories as targets.

Remark 2.1.2. The result we prove here is local (a global result is not known also for
similar problems such as (2.1.4), (2.1.5)). One may think of combining this local result
with a stabilization argument, which, should stabilization hold, would allow to steer Sys-
tem (2.1.1) to a neighborhood of the target wherein the local controllability result applies.
However, while the PDE component may possess an inherent dissipative mechanism, the
asymptotic position of the free boundary is generally not known for problems of this na-
ture. See Section 2.5.2 for more details.

2.1.1 State of the art

The controllability aspects of one-dimensional, parabolic free-boundary problems similar
to (2.1.1) have been addressed in several recent works (see e.g. [99, 103, 102, 115]). In
[99, 103], Fernandez-Cara et al. consider the one-phase Stefan problem

(2.1.4)

We stress that in [99, 103], a null-controllability result where only the first component v
is controlled is shown, i.e. v(T,-) =0 in (0,4(T)), for small initial data vy. Such results
are partial as they cannot ensure that the entire system remain in such the prescribed
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0 AN

Figure 2.1: Controllability of the position of the free surface ¢ (blue curve) to the reference
interface £ (black) at time T', provided the initial positions are close enough.

configuration past the time horizon 7. The authors’ proof relies on fixing the free
boundary ¢ € C*([0,T]) (and removing the equation for the velocity ¢'), and proving
an observability inequality for the linear heat equation in the non-cylindrical domain
(0,T) x (0,€(t)), with a constant uniform in ¢. The conclusion for (2.1.4) follows by
means of a Schauder fixed-point argument applied to the map £ — £y — fo vl (7, 0(7))dT
in an appropriate subspace of C*([0,T]). In [102], the authors obtain the same local
controllability result by means of a different technique, which relies on a transformation
to a fixed domain, a linear controllability test and an inverse function argument. Our
strategy of proof for the controllability of both states of (2.1.1) has some resemblance
to that in [102], but with several important technical differences. Moreover, with small
adjustments, the control strategy we present herein also yields a local null-controllability
result for both the solution and the free boundary of the Stefan problem (2.1.4), namely
UT) =4, and v(T,-) =0 in (0,4,) whenever vy and ¢y — ¢, are small enough.

Comparison with fluid-structure interaction problems

Free boundary problems which arise in fluid-structure interaction have also been ad-
dressed. Doubova & Fernandez-Cara [100] as well as Liu, Takahashi & Tucsnak [191]
consider the system

Vs — Uy v, =0 in ( x (=1,2(t)) U (£(t),1)
o(t,—1) =ui(t), v(t,1) =ua(t) in (
ot £(t) = '(t) in (
mt"(t) = [v:](t, £(t)) in (

v(0,2) =wo(z), £(0)=4o, C'(0)=4¢r in (=1,40) U (bo,1),

which is first introduced by Vézquez & Zuazua [264, 265|, where global in-time well-
posedness, self-similar asymptotics and particle collision are addressed (see also [195] for
a related study). The free boundary #(t) represents the displacement /position of a solid
particle of mass m > 0, which splits the domain in two parts. The null-controllability of
(2.1.5) refers to controlling three components: the fluid velocity v(T),-) = 0, the particle
velocity ¢/(T) = 0, and the particle’s position ¢(7) = 0.

)
)
) (2.1.5)
)
(

In [100], controls uy, ug are used on both boundaries in view of applying a Carleman based
strategy. Such an approach is not feasible when there is a control at only one end (i.e.
us = 0) because of the lack of connectivity of the fluid domain. This issue was mended
in [191], where the authors introduce a systematic methodology for tackling the null-
controllability of parabolic systems in spite of source terms, without requiring Carleman
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inequalities (they thus use spectral techniques). We also refer to the work of Cindea,
Micu, Roventa and Tucsnak [65], where the authors consider a control actuating only on
the moving particle: mé”(t) = [v.](¢, £(t)) + u(t). They prove global null-controllability
(in large time) for the fluid and particle velocities, and approximate controllability for
the particle’s position. We refer to the recent work [228] for a technical improvement
of this result. The lack of connectivity of the fluid domain does not appear in two and
three dimensions, and the Carleman-based approach has been successfully applied for
proving local null-controllability results for fluid-rigid-body systems (see [30, 143] and
the references therein) where the control is generally actuating along a part of the fixed
boundary.

Remark 2.1.3. At this point we remark that there is a notable difference between prob-
lems of the type (2.1.5) and (2.1.1). Indeed, the former system has a stronger coupling
than the latter systems due to the presence of two equations for the free boundary €. This
can be seen when linearizing both systems around their trivial trajectory (after fixing the
domain). In the linearization of (2.1.1) (see (2.5.1) with a =1, b,¢,d,e =0 and Section

2 for details),
Yt — Yuw =0 in (0,T) x (0,1)
y(t’ ) (t)v ya:(t, ]-) =0 m ( 7T
O(t) =y(t,1) in (0,T
y(O,x) = Z/o( )7 E(O) =Y (
the PDE and ODE components are decoupled, as the linear PDE may be solved without

any knowledge of the ODE component. On the other hand, the linearization of (2.1.5)
around the trivial solution (see [191])

0
0
0,1

T — —

) 9

Yt — Yoz =0 in (0,T) x (—=1,0) U (0,1)
y(t,—1) = u(t), y(t,1)=0 in (0,T)
y(t,0) = £'(t) in (0,T)

ml"(t) = [y2](t, 0) in (0,T)

y(0,2) = yo(x), £(0)=4lo, £(0)=41 in(=1,40) U (fo, 1),

preserves the coupling of the PDE component and the ODE component because of the
presence of two equations for the latter.

In the above-cited works on fluid-structure problems, the controllability problem ad-
dressed is that of controlling the PDE component to zero and the ODE component(s)
to some given reference points. For the case of non-trivial stationary solutions and tra-
jectories as targets, much less is known. In [17], Badra & Takahashi prove feedback
stabilization to non-trivial stationary solutions for (2.1.5). Therein, it can also be seen
that the question of controllability to non-trivial stationary solutions is not straightfor-
ward. This is observed on the level of the system linearized around the target, which
contains several trace terms (as in (2.5.1)). As a result, in terms of the adjoint problem,
one obtains non-local boundary conditions (similar to (2.5.3)), for which observability
inequalities are lacking.

We also refer to Dunbar et al. [85, 84] for motion planning and flatness control, and
Krstic et al. [161, 162, 163, 164] and the references therein for feedback stabilization via
backstepping design of the Stefan problem (2.1.4), see also Phan & Rodrigues [216] for
stabilization to trajectories for general parabolic problems.

As discussed in what precedes, up to the best of our knowledge, the question of con-
trollability to non-trivial trajectories (or even non-trivial stationary states) for parabolic
free boundary problems such as (2.1.1), (2.1.4), (2.1.5) has not been addressed in the
literature. We aim to present some of the difficulties which appear in solving this kind
of control problem through this work.
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2.1.2 Scope

In Section 2, we reformulate the control problem (2.1.1) on the time-independent domain
(0,1). We give the linearization of (2.1.1) around the target trajectory (see Section 5 for
the general linearization and a brief discussion on the possible strategies for the general
controllability to trajectories problem). In Section 3, we prove the null-controllability
of the system linearized around (7,/). The PDE component is a linear heat equation
with a source term, and the ODE component is simply an integrator of the heat solu-
tion’s Dirichlet trace. The controllability requirement for the second component may
thus be seen as a finite-dimensional constraint on the control. An improved observability
inequality along with an adaptation of the HUM method provide the desired controlla-
bility result for both components of the linearized system. In Section 4, we come back
to the nonlinear problem by means of a Banach fixed point argument.

2.2 Reformulation of the problem

Transformation

To take advantage of a simplified functional setting, it is more advantageous to reformu-
late (2.1.1) in a domain which is time-independent. In view of linearizing, perturbations
around the target trajectory would be defined in the same domain.

To this end, let us define the pull-back velocity function w : (0,1) — R by

w(t,z) =v(t,z), x= Z forze 0,1). (2.2.1)
((t)
A simple application of the chain rule gives the following system of equations for w:
1 4
Wt = G5 Wea — 5 TWo + W% = 0 in (0,7) x (0,1)
w(t,0) =u(t), we(t,1)=0 in (0,7) (2.2.2)
0(t) =w(t1) in (0,7)

w(0,z) = wo(x), £(0) =4 in (0,1),

where wo(z) = vo(fox). As (2.1.1) and (2.2.2) are equivalent provided ¢(t) > 0 in [0, T,
we will henceforth concentrate our controllability analysis on the latter system.

Linearization

We shall now linearize the transformed system (2.2.2) around the target trajectory (v, )
given in (2.1.2). In order to illustrate some key difficulties related to the controllabil-
ity to general trajectories for free boundary problems such as (2.1.1), we postpone to
Section 2.5.1 the linearization of (2.2.2) around an arbitrary smooth time-dependent
trajectory (w, £), associated to initial and boundary data (o, fo, ).

To proceed with the linearization around (7, Z), we write w =T +vy and £ = £ + h, and
keep all the terms which are linear with respect to (y, h). The nonlinear problem satisfied
by the perturbation variables reads

Yt — Wau + by = N(y, ) in (0,7) x (0,1)

y(t,0) =wu(t) — v, wy.(t,1)=0 1in (0,7)

R (t) = y(t, 1) in (0,7) (2.2.3)
y<0’$) = 2/0(33)7 h(O) = ho in (07 1)

where yo(-) = wo(-) — T, ho = £y — £(0), and the smooth, bounded coefficients are given
by

alt) = b(t,z) = ——T in [0,7] x [0, 1]. (2.2.4)
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and the nonlinear term is of the form
Ny, h) = a( = WPy — 2hly; + W' hay, + W lxy, + Chay, — hyy, — Wy, — Cyy,).

It is important to note that since Zl(t) = 7, from (2.2.4) it follows that b(t,1) = 0.
Moreover, the nonlinearity N (-, ) only consists of (at least) quadratic terms, which will
facilitate the application of a Banach fixed point argument. The linearized problem
corresponds to (2.2.3) with N = 0.

Remark 2.2.1. At this point we notice that the linearized problem, namely (2.2.3) with
N = 0, the PDE component y and the ODE component h are decoupled — namely, y
can be solved independently of h, and thus the coupling between the PDE and ODE is
done solely through the nonlinear term. As seen in Section 2.5.1, the problem linearized
around an arbitrary trajectory, namely (2.5.1), contains the terms dh' and eh, which are
non-local as they may be expressed in terms of the Dirichlet trace of y at x = 1. As these
terms act on a single point in space, at the level of the adjoint problem one could expect
to obtain a non-local integral boundary condition over all points in space (see (2.5.3)).
See Section 2.5.1 for more details.

Distributed control problem

Taking the previous transformations into account, Theorem 2.1 would in essence be a
consequence of the null-controllability of System (2.2.3). To prove the latter, using com-
mon methodology for parabolic equations, we will first consider the distributed control
problem

Yt — QYpz + 0y = N(y,h) +ul, in (0,7T)x (—1,1)

y(t’ 71) = yz(ta 1) =0 in (OaT)

B'(t) = y(t,1) in (0,7) (2.2:5)
(~1,1

y(0,2) = yo(x), h(0) =hg in

where w C (—1,0) is an open and non-empty interval. The initial datum yo € H'(0,1)
is also extended to a datum o with ||9o||g1(~1,1) < |lyollm1(0,1)- By abuse of notation,
we continue denoting the extended initial datum by yo. Once the null-controllability
problem for (2.2.5) is solved, u(t) := y(¢,0) + T would provide the desired control for
Problem (2.2.2), which in view of the previous discussion, also provides a solution to
(2.1.1).

To prove the null-controllability for system (2.2.5), we will first consider the associated
linear system

Yt — QYzz +bye = f+uly,  in (
y(t,—1) = y,(t,1) =0 in (
() =yt 1) in (
Y(0,2) = yo(z), h(0)=he in(-1,1),

where f is a given source term. The null-controllability at time T" of the linearized system

is the goal of the next section. The nonlinear term appearing in (2.2.5) will be seen as a
small perturbation and will be dealt with by means of a Banach fixed-point argument.

0,7) x (—1,1)
0,7)
o1 (2.2.6)
1

=

2.3 Null-controllability of the linearized system

In this Section, given 7' > 0, arbitrarily large initial data (yo, fo), and a source term f
with appropriate decay as ¢ /T, we seek a trajectory (y,h) of the linearized problem
(2.2.6) satisfying

y(T,-)=0 in(=1,1) and A(T)=0.
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2.3. Null-controllability of the linearized system

In (2.2.6) we are dealing with a cascade-like system, as knowing y immediately yields h,
with the latter being reduced to the integrator

h(t) :h0+/0 y(r,1)dr.

In other words, the null-controllability of (2.2.6), would follow from solving the linear
control problem (recall that a(t) > 0 and b(¢,1) = 0)

Yt — WYpx + by, = f+ul, in (0,7)x (—1,1)
t,—1) =y, (t, 1) = i , T
y(o, r) = y0<.'L‘) m (_17 1)
y(T,Z‘) =0 in (_171)
subject to the linear finite-dimensional constraint
T
ho + / y(r,1)dr = 0. (2.3.2)
0

We will see this as a constrained controllability problem, namely with a linear finite-
dimensional constraint on the control u.
Carleman weights

Let us recall that w = (vy1,72) € (—1,0). We take (ag,by) with 11 < ap < by < 72 and

=

introduce a function ag € C?([—1,1]) such that
ap(z) >0 in(—1,1), ao(£l) =0, J|ags| >0 in(—1,1)\ (ao,bo),
and for A > 1 consider the function « defined by
alt,z) = 0(t) (e”“aol‘m - eMo(w>> . in (0,7) x (=1,1), (2.3.3)

where 8 € C%([0,T)) is given by

4 T
— on |:0, 2:|

1 T
—_— =, T].
Hr—t) O {2’ )
Notice that the weight () does not blow up as t ™\, 0. This is because in view of the

fixed-point argument, we will need to work with source-terms which do not vanish at
t=0.

o(t) =

The main goal of this section is to prove the following result.

Theorem 2.2. Let T > 0 be given. There exists s > 1 such that for any data yy €
L?(—1,1), hg € R and f € L*(0,T; L*(—1,1)) with

T 1
/ / 03| f1* dz dt < oo, (2.3.4)
0o J-1
there exists a control u € L?(0,T; L?(w)) such that the associated solution
y e L*0,T; H (—1,1))nC°([0,T); L*(—1,1)) and h e H'(0,T)
of Problem (2.2.6) satisfies y(T,-) =0 and h(T) = 0. Moreover,

lull 20,7522 ) + €| 20,202 1.1

<C <||Z/0||L2(1,1) + | hol + H073/2€SO(f

L2(0,T;L2(—1,1)) )
holds for some C' = C(T,w,s) > 0.
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It is well-known that a Carleman inequality (see Lemma 2.3.1) along with the HUM
method yield the null-controllability of the linear heat equation (2.3.1) with a source
term f asin (2.3.4).

To control the second component h to zero at time 7', we will reformulate the constraint
(2.3.2) by introducing an augmented adjoint problem for the heat equation with a non-
homogeneous boundary condition at x = 1. The requirement h(7) = 0 may then be
achieved by adding a corrector term to the HUM control for the heat equation. To guar-
antee the existence of this control by means of the HUM method, we will need to prove
an improved observability inequality. This idea appears in the work of Nakoulima [213]
(see also [91] for a recent generalization), and has been applied in works on fluid-structure
interaction problems (see [30, 100] for instance) where the structure’s displacement at
time T is deduced after having controlled the fluid and structure velocities.

2.3.1 An improved observability inequality

We will make use of the following Carleman inequality for solutions to (recall that b(¢, 1) =
0) the adjoint heat equation

—Ct — aCpr — (bQ) = in (0,7) x (—1,1)
¢(t,—1) = §T(t, 1) = in (0,7) (2.3.5)
C(Tv .’t) ( ) in (_1a 1)7

and the weights defined in (2.3.3). The proof follows by combining the well-known
Carleman inequality shown in Fursikov & Imanuvilov [113, Lemma 1| (see also [279])
with the parameters s > so > 1 and A > A\g > 1 appearing therein being henceforth
fixed, and energy estimates (recall that b(¢,1) = 0) as done in [101, Section 3].

Lemma 2.3.1. Let T > 0. There exists C = C(T,w,s,A) > 0 such that for every
datum (r € L*(—1,1) and source g € L?(0,T;L?*(—1,1)), the unique weak solution
¢ e L?0,T; HY(-1,1)) N C°([0, T); L3(—1,1)) to (2.3.5) satisfies

1
/ / 03¢ _250‘|(|2dxdt+/ 1€(0,z) | da (2.3.6)

(/ / _250‘|g|2dxdt+/ /936_25a|C|2dmdt> .

The Carleman inequality (2.3.6) guarantees the coercivity and continuity of the strictly
convex HUM functional, the unique minimizer of which yields a solution to the adjoint
heat equation (2.3.5) and subsequently a solution to the control problem (2.3.1) after
investigating the corresponding Euler-Lagrange equation.

To take care of the constraint A(T) = 0, let us consider the augmented adjoint problem
—y — ayy — (D) =0 in (0,7) x (—1,1)

PY(t,—1) =0, (¢ 1)= in (0,7) (2.3.7)
(T, z) =0 in (—1,1).
Multiplying the heat equation appearing in System (2.2.6) by the unique weak solution
€ L2(0,T; HY(—1,1))NC°([0,T); L3(—1,1)) of (2.3.7) and integrating, we see that due

0 (2.3.2), a control u is such that the corresponding solution of (2.2.6) satisfies h(T) = 0
if and only if

/OT/wuwdasdtz—/_ll yo(x)1(0, 2) dm+h0—/OT /_11 fodedr. (2.3.8)
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2.3. Null-controllability of the linearized system

Let us define the projector

/ B¢ da dt
(0, T)xw

/ |2 da dt
(0, T)xw

The key property of the operator P(:) is its finite-dimensional range (in fact, one-
dimensional range). Our next result is the desired improved observability inequality. The
proof follows an indirect, compactness-uniqueness argument (following ideas in [30, 100]).
We assume the setting of Lemma 2.3.1.

P(¢) == for all ¢ € L?(0,T; L*(—1,1)).

Proposition 2.3.2. There exists a constant Cops = Cops(T,w, s,A) > 0 such that for
every datum (r € L?(—1,1) and source g € L*(0,T; L*(—1,1)), the unique weak solution
¢ € L30,T; HY(—-1,1)) N C°([0,T); L3(—1,1)) to (2.3.5) satisfies

/ / Ge ‘25a|(|2dxdt+/l (0, 2)[2 dz + [P(C)? (2.3.9)

< Obs(// 2sa|g|2dxdt+/ /|<—1P>(g)¢|2dxdt>.

Proof. We will begin by showing by means of an indirect argument that

/ / 0% _29aC|2dxdt+/1| (0,2)]? da
</ / 7zsa|g‘2dxdt+/ /K P(¢ ¢|2dxdt> (2.3.10)

for some Cy = Co(T,w, s,\) > 0 and any ({r, g) as in the statement, which would cover
the two leftmost terms of the desired inequality (2.3.9). To do so, let us assume by
contradiction that (2.3.10) is false, thus there exist two sequences {¢%}22, and {g"}5°,
such that

1—/ / Pe —2sa‘ck’ dxdt—i—/ 1C*(0, )2 dz
(/ / gt dxdt+/ /!Ck yo|” dxdt) (2.3.11)

for any k € N, with ¢* being the corresponding solution to the adjoint problem (2.3.5).
Elementary inequalities give

e 3 ,—2sa kY, |2
7/ /9 e 2 [P(¢M)y|” dadt
2 0 w
T 2 T 2
</ /936—28@|<k1 d:cdt—i—/ /936—2sa\gk—lp(g’f)¢\ dz dt,
0 w 0 w

thus the left-most integral is uniformly bounded for any k € N in view of (2.3.11) (recall
also the definition of the weights in (2.3.3)). Hence, P(¢¥) is uniformly bounded in R
with respect to k € N, whence it follows that

P(¢*) — P, as k — +o0 (2.3.12)

for some P, € R, along some subsequence. From (2.3.11), we see that the functions ¢*
and ¢*(0,-) are uniformly bounded in L2(0,T — ¢; L?(—1,1)) and L?(—1, 1) respectively,

for all € > 0, as well as
T—e¢ 1
P drdt < -
/ / T
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Chapter 2. One-dimensional viscous free boundary flows

Whence, using the well-known energy estimates for the heat equation (recall that b(¢,1) =
0), one also has that

¢k —=¢ weakly in L2(0,7 — e; H*(—1,1))
Ctk — G weakly in LQ(O,T —&; H—l(_L 1))
along subsequences as k — +oo. It can thus be seen that ¢ satisfies

—Ct — e — (BC)e = 0 in (0,7) x (—1,1)
C(t,-1)=0, ¢((6,1)=0 in (0,7).

In (0,T) x w, we have (¥ = (¢¥ — P(¢*)y) + P(¢F)e, so in view of (2.3.11) and (2.3.12)
we have
" — P strongly in L?(0,T; L?(w)) (2.3.13)

as k — 400. The above convergence implies that { = P,t in (0,7) x w. As 1 is also
in the kernel of the heat operator (thus, so is P,v), by unique continuation we deduce
that ¢ = Pyt in (0,7) x (—1,1). But this can only hold if ¢ = 0 and P, = 0, since
Y (t,1) = 1.
From (2.3.13), we may thus deduce that
¢ —0 strongly in L?(0,T; L*(w))

as k — +o0, and using (2.3.6) (noting that (2.3.11) is used for g¥) we deduce that

T 1 1
/ / 936_2‘90"(:]“‘2 dxdt+/ ‘Ck(O,x)‘Q dzr — 0
0 -1 -1

as k — +oo, which contradicts (2.3.11). Consequently, (2.3.10) holds. Arguing as for

(2.3.10), we can show
T . T 1 T
/ /936*2804@(11:(115 < Cs (/ / e*2sa|g|2dzdt+/ /|§]P’(C)w|2dzdt>
0 w 0 —1 0 w
(2.3.14)

for some C5 = C5(T,w,s) > 0. Indeed, setting up an assumption for (2.3.14) as in
(2.3.11) and applying Cauchy-Schwarz, after following the lines of the previous step, it
may be seen that this would provide the necessary contradiction. O

2

Remark 2.3.3. While Proposition 2.53.2 yields the desired improved observability in-
equality for what follows, due to the indirect argument used for the proof an explicit
dependence of the newly obtained constant on the parameters (T,w) is not guaranteed.

2.3.2 Proof of Theorem 2.2

We are now in a position to complete the proof of Theorem 2.2, which follows by adapting
the well-known HUM arguments.

Proof of Theorem 2.2. For a solution ¢ of (2.3.7), let us henceforth denote

1 T 1
Mo ;:—/ yo(:c)w(o,-)dx—i—ho—/o /_1f¢dxdt. (2.3.15)

-1
We split the proof in three steps.

Step 1: Minimization problem. Consider the functional

1 T 1 T 1
Tanlrg) =z [ [ 1=BQuParare g [0 eregpasar

_/OT/_ll J"dedlf—/l1 Yo(2)¢(0, ) da — () Mo,
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2.3. Null-controllability of the linearized system

initially defined for ({7, g) € L?(—1,1) x L?(0,T; L?>(—1, 1)) with corresponding solution
¢ € L*0,T; HY(—1,1))NC°([0, T]; L*(—1,1)) to the adjoint heat equation (2.3.5), and
being the solution to the augmented adjoint problem (2.3.7). We will show the existence
of a minimizer to Jyus, which will consequently be used to build the desired control —
state pair for Problem (2.2.6).

We remark that the quantity

T T 1
2 _ o 2 —2s« 2
MmMM—ALOCP@W¢MHALLe g2 da dt

defines a norm on L?*(—1,1) x L?(0,T; L*(—1,1)). In order to have completeness, we
thus introduce the space

KXobs := L2(—1,1) x L2(0,T; L?(—1, 1))|"I|obs.
The set Xyps is then endowed with the Hilbert structure given by the above norm.

On X,ps, the functional J,ps may be extended by continuity in a unique way. Indeed,
the improved weighted observability inequality (2.3.9) implies (recall that f is assumed

to satisfy (2.3.4))
T /1 /2 T ,1
< //9’36250‘|f|2dxdt //936*25a|g|2dxdt
0o J-1 0o J-1

T 1
/ fCda dt
-1
< Cll0~ e 2.3.1
o 1 U (< 7] (2:3.16)

( m|w)h<[]ammPM)w

H?JOHLz( 1y 16z 9) lobs (2.3.17)

1/2

as well as

1
’/ yo(2)¢(0,z) da
-1

and

P(OI < Cll(¢rs ) llobs- (2.3.18)

Due to (2.3.16) — (2.3.17) — (2.3.18), it can be seen that the functional Jops is also coercive.
As Jobs 1s also strictly convex on Xops (since || - ||obs is & Hilbert norm), it admits a unique

minimizer (C, 9) € Xobs by the direct method.

Step 2: Null-controllability requirements. Now the unique minimizer (G,ﬁ) € Xobs of

Jobs satisfies the Euler-Lagrange equation

o:/OT/w (Z—]P’(Z)w)<pdxdt+/OT/_11€_2m§Fdxdt

T 1 1
_/0 /_lf‘dedt—/_1yo(ar)<p(07x)dw—P(so)Mo (2.3.19)

for all (pr, F) € Xobs, where ¢ and ¢ denote the solutions to (2.3.5) corresponding to
(E;, §) and (¢, F') respectively. Comparing (2.3.19) with (4.1.5), we are led to consider
the control function

1u=—(E—P@wJ+A%(AT[}ﬁdxw>qw
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Chapter 2. One-dimensional viscous free boundary flows

restricted to w, where 1) is the unique solution to the augmented adjoint problem (2.3.7).
Let y € L?(0,T; H*(—1,1)) N C°([0,T]; L?(—1,1)) be the solution to the heat equation
in (2.2.6) with control u. Let us justify this choice. Noting that

/OT[Juwdxdt/OT/LU(E]}D(E)qp)@dxdt+P(g0)M07

we come back to (2.3.19) and deduce that

T 1 T
—/ / ezso‘ﬁFdxdt—k/ /unpdxdt
0 -1 0 w
T 1 1
+/ / fcpdxdt—F/ Yo (0, -) da. (2.3.20)
0 J-1 —1

On the other hand, multiplying the heat component in (2.2.6) by any ¢ weak solution
of (2.3.5) with initial data @7 and source term F, we see (modulo a density argument)
that

/_112/( Jordr = — // yF+f<P)d:Cdt+/_1y090( )dﬂf-i—/OT/wugodxdt.

(2.3.21)
Comparing with (2.3.20), for all (pr, F) € L*(—1,1) x L*(0,T; L?>(—1,1)) one has

/ Jordr = / / e250g — Fdx dt.

As F is arbitrary, choosing F' = 0, we get the desired control requirement y(7,-) = 0.
On the other hand, as @p is arbitrary, choosing ¢ = 0, we see also that

—290/

y = ge

We now define h € H'(0,T) by

h(t) == ho + /0 y(r,1)dr.

It remains to be seen that the above-defined control u is such that hA(T) = 0. Recalling
the definition of My in (2.3.15), a straightforward computation shows that

T
/ /uwdxdt:Mo,
0 w

which in view of (2.3.8) yields the conclusion h(T') = 0, as desired.

Step 3: Estimates. As Jops (ET,@\) < Jobs(0,0) = 0, straightforward estimates along
with (2.3.16) — (2.3.18) give

Hg P(C w‘ (2.3.22)

LZ(O T; L2 )) + He_saAHLQ OTLZ( 1 1))

<G <|?JO||L2(—1,1) + |ho| + H9_3/Qesaf

L2(0,T;L2(1,1))>
for some C7 > 0. On another hand, it may easily be checked that

-1

/OT/WUQdﬂ?dt/OT/w (E—P(Z)w)Q da dt + MG (/OT/ww?dxdt> (2.3.23)
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2.4. The nonlinear problem

Thus, in view of the definitions of the control u and the state y and (2.3.22) and (2.3.23)
lead us to conclude that

lullz2 0,702 w)) + [1€°*Yll2 0,702 (~1,1))

& <||y0||L2(—1,1) + |hol + Ha”hewf

L2(0,T;L2(1,1))>
for some C5 > 0. This concludes the proof. O

The following Lemma gives additional estimates of the controlled trajectory in the
weighted spaces provided more regular initial data.

Lemma 2.3.4. Let (v,y, h) denote the control-state pair given by Theorem 2.2. Assume
moreover that yo € H'(—1,1). Then
—1 —2_s
H‘g esaywHLQ(O,T;L%fl,l)) + H9 € aytHLZ(O,T;L%fl,l))

+ |6~ 2esaym||L2(0,T;L2(—1,1)) + |l

<C <||y0||H1(1,1) + |h0| + He—S/zesaf

672 SayHLOO(OTHl( 1,1))

L2(0,T;L2(—1,1))>
holds for some C' = C(T,w,s) > 0.

Proof. The proof for estimating the first three norms follows standard energy estimate
arguments, and we refer to [102, Lemma 3.4] for details. To obtain the weighted L°°(H1)-
estimate, we note that by interpolation

1/

672 SayHm (0,7;H2(—1,1)) e ? SayHHl(OTLQ( 1,1))°

||‘9 ? SOéyHLoo(o:PHl( 1,1)) ~ H

and the right-hand side is bounded by the properties of the Carleman weights and the
three previous estimates. O
2.4 The nonlinear problem

We now look to conclude the proof of Theorem 2.1 by virtue of a fixed-point argument
for nonlinear system

Yt — WYpz + byz = N(y,h) +ul, in (0,T) x (—1,1)

y(t,—1) =y, (¢,1) =0 in (0,7)

R'(t) = y(t,1) in (0,7) (24.1)
y(oa 1') = yO(x)a h(O) = hO in (71’ 1)7

a restriction argument and reverting the transformations performed in Section 2.2. We
recall that the nonlinear term in (2.4.1) is of the form

N(y,h) = a( — hyi(h + 20) + Wy, (hx + lx) + hy,(lx + ) — yy (h+0)),  (2.4.2)

only consisting of (at least) quadratic terms.

Let us consider the norm

lylly : = Hesay”LZ(O,T;Lz(—l,l)) + HeilesayxHL2(0,T;L2(—1,1))
+]l6 2€SaytHL2(O,T;L2(*1,1)) + HH_Qemy””L?(O,T;Lz(*l’l))
+ HG_Qesai’/HLw(o,T;Hl(—1,1))‘

We begin by the following lemma, which provides the appropriate estimates of each
nonlinear term with respect to the || - ||y — norm.
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Chapter 2. One-dimensional viscous free boundary flows

Lemma 2.4.1 (Nonlinear estimates). Foryg € H*(—1,1), let (y, h) denote the controlled
trajectory of the linearized problem (2.2.6) given by Theorem 2.2. Then

HG_B'/QeSO‘N(y, h)) < CHI‘JH§J

L2(0,T;L2(-1,1))
holds for some C = C(T,w, s) > 0.
Proof. We begin by noting that a € L>°(0,T). Using interpolation estimates,

1 1
Iyl e ooy < lyllzoe iy < ClylE o IS gy < Clylly- (2.4.3)

Let us begin by estimating the right-most term of (2.4.2). Since h+ ¢ € L>(0,T) as well
as 0~ € L>(0,T), using (2.4.3) one deduces

H(r%esa(h +0)yy.

< Ollyllpoe(zoe) HHJ/Q@Saym’

L2(0,T;L2(—-1,1)) L2%2(0,T;L2(—1,1))

< Clyll3- (2.4.4)

To estimate the two middle terms in (2.4.2), we first observe that since h(7T) = 0, for any
t € [0,T] we may write

>
=
I
=
—~
~~
~
|
=
—~~
3
N

C(T) sup |W(t)]. (2.4.5)
t€[0,T]

Moreover, as h/(t) = y(t,1) for t € (0,T), (h+£)- € L>=((0,T) x (=1,1)) and £ - +7 €
L>=((0,T)x (—1,1)) and 6~ € L>°(0,T), we may estimate the middle terms using (2.4.5)
and (2.4.3) as follows:

HH‘S'/?eSO‘h'yw(h + Z)‘

i H9_3/2esahyw(z + ﬁ)‘

L2(0,T5L%(-1,1)) L2(0,T5L%(-1,1))

—3/2_sa

< Cllyllze () H€ e Yy

L2(0,T5L%(-1,1))
< Clyl3- (2.4.6)

To estimate the leftmost term, we need further arguments. Indeed, arguing as above we
deduce

HG_S/zesahyt(h + 22)‘ 621

<C|

) H@‘QQS‘thHL2(07T;L2(_171)) ’

L2(0,T;L%(—1,1)) ‘LM(&T

The desired estimate would thus follow provided
| S lylly (2.4.7)

holds. To prove (2.4.7), let 0 < @ < minme(,lyl)(e%\“““””" — e) and we first notice

0'2h

‘LOC(O,T)

that since h(T) =0 and e~ =5 =, by the Cauchy mean-value theorem
h(t h(t) — h(T B n
_(sa)e = SHG((t3 ( sol()(T) St —sa0 (2'4'8)
e 2 e~ 2 —e T 2z e 2 Le=(0,T)

~ saf ! ~
(%)
L>(0,T)

for t € [0, T]. We proceed in estimating the right-most term in (2.4.8). For t € [0,T],
using trace estimates and the decay properties of the Carleman weights,

esaﬁ(t)lh/(t>|2 — 6559(0 \y(t, 1)‘2

1 1
< sup / Oy (t, 2)2dz + sup / Oy, (t,2) da
t€[0,T] J -1 t€[0,T] J -1

1 1
<r sup / O e*y|>dr + sup / 0>y, |* d, (2.4.9)
te(0,7] J -1 te(0,7] J -1

58



2.4. The nonlinear problem

and the right-most terms are bounded by Lemma 2.3.4. By (2.4.9), (2.4.8) holds, and

the latter rewrites as
saf(t)

|h(t)] STe” 2 (2.4.10)

— sab

[ 2

Lo°(0,T) '

Consequently, (2.4.10) along with the decay properties of the Carleman weights yield
(2.4.7), which concludes the proof. O

We are now in a position to state and prove the null-controllability result for Problem
(2.4.1).

Theorem 2.3. Let T > 0 and w = (71,72) S (—1,0) be non-empty. There exists r > 0

=

such that for all (yo, ho) € H'(—1,1) x R satisfying ||yol| 1 (=1,1) + |ho| < 7, there exists
a control u € L*(0,T; L?(w)) such that the corresponding strong solution

y € L*(0,T; H*(—1,1))n C°([0,T); H'(~1,1)) h € H'(0,T)
of (2.4.1) satisfies y(T,-) =0 in (—1,1) and h(T) = 0.

The proof follows a Banach fixed point argument. For r > 0, we consider the associated
ball of H(—1,1):

B, = {yo € H'(=1,1): [yollmr -1,y <7},

and we also set

5= {7 e PO L) Jores

<rp.
L2(0,T;L2(—1,1)) }

We construct a map N : B, x (—r,r) X § — §, by setting, for yo € B,, hg € (—r,7)
and f € §,
N(y07 h07 f) = N(y) h)7

where (y, h) is the controlled trajectory provided by Theorem 2.2.

Proof of Theorem 2.3. We split the proof in 3 steps.

Step 1. For each yy € B, and hy € (—r,7), the application N(yg, ho, ) maps F, to itself
whenever r > 0 is small enough. Indeed, by Lemma 2.4.1 and Lemma 2.3.4

He_s/QesaN(ym ho, f)‘

<C 2
L2(0,T;L2(~1,1)) illglly

< G103 (||y0||H1(1,1) + |hol + H9—3/2esaf <

r
L2(0,T;L2(—1,1)) 2

whenever r < w (where Cy > 0 is the constant from Lemma 2.4.1 and C5 > 0 the
2

constant from Lemma 2.3.4).

Step 2. For each yg € B, and hy € (—r,r) with » > 0 small enough, the application
N(yo, ho, -) is a contraction on §, with a uniform constant < 1. This follows by estimating
similarly as in Lemma 2.4.1 and Step 1, and closely follows the estimates in [191].

Step 3. Thanks to the Banach fixed point theorem, given r > 0 small enough, for any
Yo € B, and hy € (—r,r), the application N(yo, ho, -) admits a unique fixed point f € §,,
and consequently a unique solution to the control problem for (2.4.1). O

We may thus conclude the proof of Theorem 2.1.
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Chapter 2. One-dimensional viscous free boundary flows

Proof of Theorem 2.1. The result follows by virtue of the transformations performed in
Section 2.2 and Theorem 2.3. Indeed, given initial data (vo,fy) € H*(0,4p) x R%, we
consider yo(-) := vo(lo:) — v and hg = lo — f.. As yo € H*(0,1), we may extend it
to a function 7o € H'(—1,1), which coincides with yo on (0,1). Let w = (y1,72) C
(—=1,0) be a non-empty set. By Theorem 2.3, there exists r > 0 such that whenever
9ol 2 (~1,1) + [ho| < 7, there exists a control & € L?(0,T; L*(w)) such that the solution
(y,h) to (2.4.1) satisfies y(7,-) = 0 in (—1,1) and A(T) = 0. This in turn implies that
the control u(t) := y(¢,0) + U guarantees the null-controllability of the boundary control
system (2.2.3) on (0,1), with initial data (yo,ho). We now set w(t,z) := y(¢t,z) + U in
[0, T] % [0,1] and £(t) = h(t)+£(t) in [0, T]. Tt is readily seen that (w, ¢) satisfy (2.2.2) for
initial data (v(€y-),4o), as well as w(T,-) = v in (0,1) and ¢(T) = €(T). As the result is
local, one also has £(t) > 0 in [0, 7] by continuity, and thus reversing the transformation
(2.2.1) gives the desired result. O

2.5 Concluding remarks

In this chapter, we addressed the local controllability of both components of the state of
a one-dimensional free boundary problem governed by the viscous Burgers equation. By
means of a control actuating along the fixed boundary, we showed that we may steer the
fluid to constant velocity and also control the position of its free surface, whenever the
difference between the initial velocities and the interface positions respectively is small
enough. While the existence of this non-trivial trajectory is a particularity of the system
under consideration, our result also implies its null-controllability.

We present hereinafter several topics closely related to our work.

2.5.1 Controllability to arbitrary trajectories

A challenging problem to which we have not given a solution herein is the controllability
to arbitrary smooth trajectories for parabolic free boundary problems. Up to the best
of our knowledge, this problem has not been addressed in the literature, even in the
one-dimensional case. Let us give a brief overview of the issues that may arise in doing
so for system (2.1.1).

We recall that as per Section 2.2, after fixing the domain for (2.1.1), we consider per-
turbations around a given smooth solution (@, £) of (2.2.2) — we write w = W + y and
¢ = {+ h, and keep all the terms which are linear with respect to (y, h). The linearized
system reads

Y — Ygz +0ys +cy+dh’ +eh =0 in (0,7) x (0,1)

y(t70) = ’U,(t) - H(t)a yaf(t7 1) =0 ?n (OvT) (2.5.1)
R (t) =yt 1) in (0,7)

y(0,x) = yo(z), h(0)=ho in (0,1),

where u(t) = w(t,0), yo(-) = wo(-) —w(0, ), hg = £y — £(0), with a as in (2.2.4), and the
remaining coefficients given by

_w(t,x) — L (t)x _ W,(t, )
b(t,x) = 70 , c(t,x) = 0
_ aW(t ) ()~ 2Tt ) W @)Wt ) — 2l ()W, (t, 7)

in [0,T] x [0,1]. We remark that by applying a Banach fixed-point argument to the
source term dh’ + eh, it can be shown that the linearized problem (2.5.1) is well-posed
in the energy space Xr = L%(0,T; H'(—1,1)) n C°([0, T); L*(—1,1)).
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2.5. Concluding remarks

Contrary to the specific case we treated in this paper, there is no reason as to why
the factors d, e would vanish for an arbitrary trajectory (v,£), so the finite-dimensional
constraint techniques presented herein are not applicable. Thus, as done in Section 2.2,
let us first consider a distributed control system in the extended domain (—1,1):

Y — QYgz + by +cy +dh/ +eh =ul, in
y<ta _1) = yz(tv 1) =0 in
W(t) =y(t,1) in
y(0,2) = yO(m)v h(O) = ho in

(2.5.2)

where the coeflicients and initial data are extended accordingly. The localized control
u = u(t,x) actuates inside some open, non-empty set w C (—1,0). Since we consider
the case d, e #Z 0, the PDE and ODE components remain coupled. Moreover the adjoint
problem one obtains is more difficult to handle — multiplying (2.5.2) by a pair of smooth
functions (¢, s) and integrating leads us to

—C — alpr — (B0)s +¢C =0 in (0,7) x (—1,1)

1
¢(t,—1) =0, Cm(t,l):—[ldgdx+s(t) in (0,7)

1 (2.5.3)
s'(t) :/ d¢dzx in (0,7)

-1
C(T,z) =(r(x), s(T)=sr in (—1,1).

The adjoint problem (2.5.3) is much like the forward problem appearing in certain works
on population dynamics, see [196] for instance. The authors prove an observability
inequality for (2.5.2), which in our case is the forward problem. Up to the best of our
knowledge, an observability inequality for (2.5.3) has not been shown in the literature.

Another possible strategy for tackling the null-controllability of (2.5.2) is to "absorb"
the nonlocal terms dh’ and eh in the source term f. The fact that these terms are linear
would raise an issue in proving the invariance of the fixed-point map (Step 1 in Proof of
Theorem 2.3). An idea which is used in several papers on the controllability to trajectories
for the non-homogeneous Navier-Stokes equations (see [92] and the references therein) is
to keep the Carleman constants s, A > 1 arbitrary throughout the proofs. Thus, when
proving the fixed-point, one may appeal to these constants as an additional degree of
freedom which could render the linear terms small. The main issue in applying this
strategy is the compactness-uniqueness method used to prove the improved observability
inequality in Proposition 2.3.2. Indeed, the indirect nature of this proof means that the
explicit dependence of the new observability constant on the parameters s, A is a priori
unknown. Hence, taking s, \ arbitrarily large a posteriori may not be feasible.

2.5.2 Global results

As discussed in Remark 2.1.1, Theorem 2.1 is a local result, as while the PDE compo-
nent may possess a dissipative mechanism, the asymptotic position of the free boundary
is generally not known for problems of this nature. This is in part due to the lack
of conservation properties satisfied by the position of the free boundary ¢, making its
asymptotic position significantly more difficult to determine when compared to similar
problems with a stronger coupling and set on the whole line [264, 166]. In fact, by
means of some maximum principle argument, it could be possible that the free boundary
increases as time grows, which could in turn stipulate an asymptotic behavior of the

velocity v to a self-similar profile of the form % f (%), well known in the context of

the viscous Burgers equation set on R (see e.g. [284]). Thus, even the set of attraction
points of trajectories of (2.1.1) is not evident.
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Chapter 2. One-dimensional viscous free boundary flows

It would most certainly be interesting to know whether one may prove a global control-
lability result in large time. This question is in fact also open in the simpler case of the
one-phase Stefan problem (2.1.4), and also in the fluid-structure problem (2.1.5).

2.5.3 Multi-dimensional problem

One may also consider an appropriate controllability problem for the incompressible
Navier-Stokes equations with a free surface, as encountered in the works of Beale [19, 20].
This would represent a natural extension of our work to the multi-dimensional setting.

The main difference with the one-dimensional case presented herein and existing works
on multi-dimensional fluid-rigid body control (see e.g. [143, 30]) is the fact that the
free boundary would be given by the graph of a space-dependent function, whence the
second component of the system would be governed by an infinite-dimensional ODE and
controlling this component would not represent a finite-dimensional constraint. This is
an obvious impediment to the direct application of the techniques presented herein. The
null-controllability of the PDE component in the two-dimensional Stefan problem in a
radial geometry has been addressed in [77], following the strategy of the one-dimensional
counterpart presented in [103]. However, up to the best of our knowledge, the control-
lability of both components in such a geometrical setting has not been addressed in the
literature.
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Chapter 3

Perturbed porous-medium gas
flow

Abstract. In this work, we investigate the null-controllability of a nonlinear degen-
erate parabolic equation, which is the equation satisfied by a perturbation around the
self-similar solution of the porous medium equation in Lagrangian-like coordinates. We
prove a local null-controllability result for a regularized version of the nonlinear prob-
lem, in which singular terms have been removed from the nonlinearity. We use spectral
techniques and the source-term method to deal with the linearized problem and the con-
clusion follows by virtue of a Banach fixed-point argument. The spectral techniques are
also used to prove a null-controllability result for the linearized thin-film equation, a
degenerate fourth order analog of the problem under consideration.
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3.1 Introduction

Due to their relevance in physics and engineering, much attention has been devoted in
the scientific literature to fluid systems involving the evolution of a free moving bound-
ary. We refer for example to [212] for models regarding the density of a gas penetrating
a solid rock, and to [28, 254] for models on the evolution of thin liquid films in wetting
and spreading phenomena. These examples appear in physical and industrial processes
such as oil recovery, membranes in biophysics, and spin coating of microchips. Despite
occurring in such diverse scientific fields, the mathematical modeling of these mecha-
nisms is quite similar and understanding the control-theoretical aspects thereof is of high
importance for applications.

An example of a simplified, applicable model is the porous medium equation
Oth — 0*(h™) =0 (3.1.1)

where m > 1. The state h(t,z) may represent the density distribution of a gas flowing
in a porous medium, or the height of a thin liquid film deposited onto a solid substrate.
By developing the diffusion term, it is readily seen that equation (3.1.1) degenerates
when the state h approaches zero. Thus, any solution with compactly supported initial
datum retains the compact support in any finite time. In physical terms, the diffusing
gas does not reach any point in space instantaneously, but rather propagates with finite
speed. This property results in the fact that the porous medium equation is indeed a free
boundary problem, the free boundary being given by d{h > 0}. In terms of thin films
(see Section 3.5 for the related thin-film equation), it represents the interface separating
the liquid, surrounding air and the adjacent solid, as in Figure 3.1.

While the analytical properties of (3.1.1) are well understood (particularly in the one
dimensional case, see [268]), the literature on its control-theoretical aspects is rather
scarce. In view of the known asymptotic behavior of the free boundary problem for large
times (see [268, Chapter 18]) and the desired positivity of the state, a natural question
which arises is whether one may control the state h(t, z), as well as its interface, to the
self-similar Barenblatt trajectory

1

) o in {hg >0}

m—1 22

2m(m +1) (¢ + 1)miT

hi(t,z) = (t+ 1) 7T (1—

in a given finite time 7' > 0 by means of an additional forcing control term. To the best
of our knowledge, this kind of exact-controllability to trajectories question has not been
addressed in the existing literature on the porous medium equation.

An important difficulty when tackling this question is the moving time-dependent support
of the solution and the target Barenblatt trajectory. As the two are defined in different
domains, perturbations of the form hp + y around Barenblatt are difficult to define in
view of linearizing, a key step in proving controllability. Due to the slightly complex form
of the Barenblatt, it is more convenient to look at the equation satisfied by the pressure
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h(t,z)

vapourised air

contact point contact point

W

solid

Figure 3.1: The free boundary represents the contact points where the three phases of
gas, solid and liquid connect.

v =2 ™1 in self-similar coordinates, namely
o —v02v — (0 +1)((0,v)® + 20,v) —v =0 in {v > 0} (3.1.2)
v(0, z) = vo(2) in {vg > 0}, o
(see [244, Section 1.2]) where ¢ = —™=2 > —1. In this case, the Barenblatt solution is
stationary and supported in the unit interval:
1
p(z) = 5(1 - 22) for z € (—1,1). (3.1.3)

The motivation behind our work is thus to know if one can steer the state v(t, z) and its
interface to the stationary Barenblatt solution p(z) in a given time T' > 0, by means of
an additional forcing control term in the equation.

To overcome the difficulty of the moving domain, a Lagrangian-like change of variables
(thus depending on the solution, and called von Mises transformation) may be applied,
mapping the moving support of the solution onto the support of the Barenblatt profile,
now the interval (—1,1). The change of coordinates depends on the solution (and thus
its smallness and regularity), and in these new variables the Barenblatt reduces to the
constant 1. Since the transformed solution and Barenblatt are defined in the same fixed
domain, it will be possible to consider perturbations around the latter. This transfor-
mation was introduced by Koch [160], who uses it to show the smoothness of the free
boundary and of the pressure up to the interface in any space dimension (see also the work
of Kienzler [155]). It is subsequently adapted and used by Seis [244] for quantifying the
self-similar asymptotics of the equation close to Barenblatt by using the spectrum of the
linearized operator and invariant manifolds. In all of the above-cited works, the authors
consider compactly supported, Holder continuous initial pressures vg, with non-vanishing
gradient. This last condition ensures avoidance of the waiting-time phenomenon, namely
the existence of a positive time T* > 0 up to which the free boundary is stationary, see
[268, Chapter 14].

3.1.1 Problem formulation

After the von Mises transform and after cosidering perturbations around the transformed
Barenblatt, we are brought to consider the control problem for the transformed pertur-
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Chapter 3. Perturbed porous-medium gas flow

bation equation (see [244, Section 3|):

Oy — p~ 90, (p°0,y) = N(y) +ul, in (0,T) x (—=1,1)
(P71 0.y)(t, £1) =0 in (0,7) (3.1.4)
y(0,2) = yo() in (—1,1),

where T'> 0 and ¢ > —1, and the nonlinearity N (y) = N (y, ,y) is of the form

—~~

q2

_ _ ,—OC o+1 —
N(y) = pF(y,0xy) — p~70:(p" T 2F(y,0:y)), F(p,q) Tipiaa DA€ R.
(3.1.5)

The distributed control v = u(t,z) appearing in (3.1.4) actuates inside an open, non-

empty subset w = (a,b) € (—1,1). The solution y(¢,x) is a perturbation around the

Barenblatt in the new variables (see Remark 3.7.2). Consequently, the null-controllability

of (3.1.4) would heuristically correspond to the exact-controllability of the pressure v(¢, z)

and its free boundary of a controlled version of (3.1.2) to the original Barenblatt p(z),
o+2

after reverting the von Mises transformation. As said above, m = =5 > —1.

Hereinafter, we will investigate the null-controllability of (3.1.4), namely the possibility
of steering the solution y to 0 at time 7" by means of the control u. Considering the
full nonlinear problem (3.1.4) requires high regularity of the trajectory, and thus of the
control. Due to the peculiar functional setting detailed below, ensuring this regularity is
not straightforward. Hence, in this work, we will prove a local null-controllability result
for a regularized version of the nonlinear problem (3.1.4), in which the singular terms
appearing in the denominator of (3.1.5) have been removed.

3.1.2 Functional setting

Recalling the definition of the degenerate coefficient p in (3.1.3), for k¥ > 0 we consider
spaces
HE = {f € Lige(=1,1): || fllar < 00},

where || f[13,« := (f, f)3+ is the norm induced from the inner product

(ol =Y [ o7H9(0L1)(0Lf) o
j=07"1

As p° € L'(—1,1) whenever ¢ > —1, the measure p°dx is a Radon measure, it is
absolutely continuous with respect to the Lebesgue measure dx and possesses the same
null-sets. For any k > 0, H¥ are separable Hilbert spaces of which C>°([—1, 1]) are dense
subsets according to [243, Lemma 2|, [244, Section 4.2]. Additionally, on any w C (—1,1)
they coincide with the unweighted Sobolev spaces H”(w), k > 0.

3.1.3 The main results

While the nonlinearity in (3.1.4) is essentially quadratic in a neighborhood of the origin,
the denominator may be singular and applying a fixed-point argument using only the
weighted Sobolev space theory is not straightforward. To mend this issue, in this paper
we concentrate on a truncated version of the nonlinearity. Namely, we multiply the
nonlinear terms by a smooth cut-off function which vanishes at points where y and/or
O,y are large; the truncated equation would thus be linear at such points.

Let x : [0,00) — [0, 1] be a smooth cut-off function, supported on [0,4) with x(z) =1
on [0,1]. Let 0 < €,d < 1 satisfying 4(e + 6) < 1 be fixed. For p,q € R, and recalling the
definition of F in (3.1.5), we define

Fes5(p,q) = Xx (gj) X (Zz) F(p,q). (3.1.6)
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We will henceforth only be interested in Problem (3.1.4) wherein N is replaced by pF. s,
namely
Oy — p~70:(p7 1 0py) = pF-5(y, Opy) +uly, i (0,T) x (—1,1)
(p° T oLy)(t, £1) =0 in (0,7) (3.1.7)
y(0,2) = yo(x) in (—1,1).

o~ o~

We recall, as per (3.1.3), that p(z) = 3(1 — 2?). The main result we claim in this work
is the following.

Theorem 3.1. Let T > 0, let w C (—1,1) be an open, non-empty interval, and let
o € (—1,0). Then there exists r > 0 such that for every yo € H' satisfying ||yollz2r < 7,
there exists a controlu € L*(0,T; L*(w)) for which the unique solutiony € L*(0,T;H?)N
C°([0,T]; HY) of (3.1.7) satisfies y(0,-) = yo and y(T,-) = 0.

Remark 3.1.1. While being a first step in this direction, Theorem 3.1 is not suffi-
cient to deduce a local controllability result to the Barenblatt trajectory for an associ-
ated distributed control problem of the free boundary problem (3.1.2). If (3.1.7) is null-
controllable with the nonlinearity N'(y) = pF(y) — p~?0:(p° T2 F(y)) as in (3.1.4), then
one could deduce such a result. To achieve this, one would need to remove the cut-off
factor x(p?/6%)x(q*/€?), and add the high order nonlinear term. The cut-off is identi-
cally 1 whenever the solution is of sufficiently small C%*([0,T] x [0,1])-norm, and this
regularity is also sufficient to revert the von Mises transformation. However, Theorem
3.1 does not provide this reqularity. Nonetheless, it is the best result that can be obtained
by means of an only L?(L?)-regular control. See Remark 3.7.2 for more details.

Looking at (3.1.7), it is natural to first study the null-controllability of the corresponding
linear problem, where the nonlinear term is replaced by a source term:

Oy — p 90, (p°0y) = f+ul, in (0,T) x (—1,1)
(p°T10,y)(t, £1) =0 in (0,7) (3.1.8)
y(07$) = yo(.’L') in (_la 1)

The nonlinear term would be seen as a small perturbation, and be dealt with by means
of a fixed-point argument. The latter argument will rely on the particular structure of
the nonlinearity, which is now non-singular and essentially quadratic due to the cut-off
factor.

Remark 3.1.2. The requirement o € (—1,0) only appears when estimating the nonlinear

term in the weighted spaces (see Section 3.4). The null-controllability and well-posedness

of the linearized problem (3.1.8) holds true for any o > —1, as seen below. We recall that
o+2

o is related to the nonlinearity exponent of the porous medium equation by m = o

To prove the null-controllability of Problem (3.1.8), we will make use of the so-called
source-term method, first introduced by Liu, Takahashi & Tucsnak [191]. Roughly speak-
ing, the strategy involves first showing the null-controllability of the homogeneous prob-
lem

Oy — p~ 90, (p° 1 0y) =ul, in (0,T) x (—=1,1)

(p°to,y)(t,£1) =0 in (0,7) (3.1.9)

y(0,z) = yo(x) in (—1,1),
and the null-controllability of Problem (3.1.8) follows provided the source term f vanishes
with appropriate decay as t /' T. More specifically, the decay of the source term should
be quick enough near the final time compared to the control cost in small time. The null-
controllability of problem (3.1.9) is done by combining duality and spectral techniques,
making use of the results obtained in the works of Seis [243, 244]|. Namely, we prove the
following result.

Theorem 3.2. Let T > 0, w C (—1,1) be an open, non-empty interval, and o > —1.
Then, for any yo € HO, there exists a control u € L?(0,T; L?(w)) such that the unique
solution y € L*(0,T; HY) N CO([0, T); HO) of (3.1.9) satisfies y(0,-) = yo and y(T,-) = 0.
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Chapter 3. Perturbed porous-medium gas flow

3.1.4 State of the art

In [70], Coron, Diaz, Drici & Mignazzini prove the null-controllability of the porous
medium equation set on (0,1) using Dirichlet boundary controls on both ends as well
as a scalar forcing control. A control on one end can also be used as long as the other
boundary condition is a Neumann one. The authors’ strategy follows the return method
to avoid the appearance of a free boundary, namely, the construction of an adequate
non-trivial time-only dependent trajectory, starting and ending at 0, around which the
problem is linearized. By a scaling argument, global null-controllability is achieved in
arbitrarily small time, and the method guarantees non-negativity of the controls, and
thus of the state for positive initial data. This differs from the original motivation
behind our work, which was to control the pressure and its free boundary to the non-
trivial Barenblatt profile (instead of the null-state). We also refer to the works of Liu
& Gao [189, 190] for nonnegativity preserving approximate controllability results for the
multi-dimensional porous medium equation set on a bounded domain by means of a
distributed control.

Null-controllability results for one-dimensional parabolic equations which degenerate at
the boundary such as

Oy — 0z (x%0py) = ul, in (0,T) x (0,1),

where a € [0,2) are shown in the works of Alabau-Boussouira, Cannarsa, Martinez
& Vancostenoble [1, 49, 50] by using Carleman inequalities with degeneracy-adapted
weights. In general, one distinguishes the weak (o € [0,1)) and strong (o € [1,2)) degen-
eracies, as the functional setting and boundary conditions are different for both cases.
The case o > 2 is excluded as null-controllability does not hold (only regional results
are true, see [48]). We also refer to the monograph [51] for results on two dimensional
problems of the above kind. The question of boundary null-controllability has also been
addressed. For instance, Gueye [124] combines the transmutation method and spectral
techniques for a weakly degenerate problem, and Moyano [210] makes use of the flatness
method for a strongly degenerate problem.

These studies have been extended in the works of Cannarsa, Fragnelli & Rocchetti [46,
47, 107] to degenerate parabolic problems in non-divergence form (more alike (3.1.4)),
such as

Oy — a(2)02y + b(x)dpy + c(t, )y = ul, in (0,T) x (0,1)
where a € C°([0,1]) may degenerate at = 0 and x = 1. Therein, pure homogeneous
Dirichlet and Neumann boundary conditions are considered, and null-controllability re-
sults are obtained by Carleman inequalities.

Our work may be seen as a further contribution to the controllability theory of linear
degenerate parabolic equations. Indeed, while the differential operator in (3.1.9) may be
rewritten as —pd2y+ (o +1)x0,y, the weighted Neumann boundary conditions, which are
the natural ones from the calculus of variations point of view, have not been considered
in the above-cited papers on problems in non-divergence form. In particular, we do not
consider the same weight and functional framework as in [47, 107], since g = W ¢
L'(—1,1) in our case. While we use spectral techniques, up to the best of our knowledge,
a Carleman inequality for our functional setting is lacking.

Finally, we mention that our strategy for proving the null-controllability of the linearized
problem (3.1.9) can also be applied to obtain a null-controllability result (see Section 3.5)
for the thin-film equation linearized around its self-similar solution, which is a fourth-
order degenerate parabolic equation. Up to the best of our knowledge, this has not been
tackled in the literature.

3.1.5 Scope

We present the functional properties of the governing differential operator in Section 3.2.
In Section 3.3, we use its explicit spectrum for proving Theorem 3.2. An adaptation
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of the source-term method allows us to deduce the null-controllability of the linearized
problem (3.1.8) (Theorem 3.4). In Section 3.4, we conclude the proof of Theorem 3.1
by means of a Banach fixed-point argument. Finally, in Section 3.5 we apply the linear
controllability theory from Section 3.3 to deduce the null-controllability of the linearized
thin-film equation, a fourth-order analog of (3.1.9).

3.1.6 Notation

Whenever the dependence on parameters of a constant is not specified, we will write
f <s g whenever a constant C' > 1, depending only on the set of parameters S, exists
such that f < Cg.

3.2 The linear degenerate operator

This section is dedicated to a study of the functional and spectral properties of the linear
operator A = —p~90,(p°*10,), which will be shown to be self-adjoint and with compact
resolvents when viewed as an unbounded operator on the weighted Lebesgue space H°.
The arguments will follow standard theory, starting by noting that symmetry holds as

1 1
/1p”(Af1)f2 d = /1p"+1(8$f1)(81f2)dx (3.2.1)

for all fi, fo € C*([-1,1]) via integration by parts. To accurately characterize the
domain of A we present some embedding results for the weighted Sobolev spaces H*.

3.2.1 Embeddings for weighted Sobolev spaces

The following two useful lemmas are adapted from the work of Gnann [118]. For the
sake of completeness, we provide short proofs in Appendix 3.7.

Lemma 3.2.1. Let o« € R. Then
) 1 1
11 = 2*)f | ogr1p) Se / (1—a?)2 1 f2de + / (12220, )% dzr (3.22)
’ -1 -1
holds for all f € C*([-1,1]).

The following Lemma is as a Hardy-like inequality for the spaces HF.

Lemma 3.2.2. Suppose a@ > —1 and § € R. Then there exists C = C(a, 8) > 0 such
that

/ (1—22)*f2dx < C/_1 (1 =272+ (1 — 2?20, f)?) da (3.2.3)

-1
holds for all f € C*°(]—1,1]). The constant C(«, B) diverges as o\, —1.
Remark 3.2.3. We highlight that an inequality such as
1 1
[a-arpas, [ a-arrorra
-1 -1
is not true, as any nonzero constant is a counterexample.

We combine the two previous lemmas to deduce the following result, which may also be
seen as a weighted trace estimate.
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Lemma 3.2.4. Letk > 1, £ > 0 and o > w with o« > 0. Then there exists
C =C(k,a) > 0 such that

H(l - x2)aaﬁf”00([_1,1]) < Cf”f”?‘-t’“rz

holds for all f € C*>([—1,1]).

Proof. We may replace f by its derivatives, in view of the definition of the #*-norms. It
is thus sufficient to prove the statement for £ = 0. The latter fact follows by successive
applications of (3.2.3) to (3.2.2), with the effect of

12 = 22 F o 11],Nak:§£jjf PRl (324

As (1 —2?) < 1in [-1,1] and as, by definition,

WW~Z/ 227+ (901) da,

we see that if one picks a > ZH=F with o > 0 in (3.2.4), then 2 +2k — 1 > o + j for
all 0 < j < k. Thus

Z/ P2 )2 e <

which in view of (3.2.4) allows us to conclude. O

The inequality above fails when k = 0 + 1 + £ due to the failure of the underlying Hardy
inequality. Let us now illustrate (in the particular case of H?, and recall the definition
of pin (3.1.3)) why the previous Lemma may be seen as a weighted trace estimate.

Lemma 3.2.5 (Boundary conditions). Let o > —1. Then (p°*10,f)(£1) = 0 for any
feH

Proof. By Lemma 3.2.4, p° 19, f is continuous on [—1, 1]. Thus there exists A € R such
that (p7 0% f)(x) — X as © —> +1. Should X # 0, then by continuity

o 2 /\2
p(x)7 (0 f(x))* = W

for z near +1. As 1/p°*2 ¢ L1(—1,1) whenever 0 > —1, the above inequality along with
Lemma 3.2.2 contradict f € H?2. O

3.2.2 Spectrum of the linear operator

We henceforth fix ¢ > —1. We summarize the main functional and spectral properties
of A= —p=70,(p°+10,). We begin by the following a priori estimate.

Lemma 3.2.6. Let f € H° be given and let u € H' be a weak solution to Au = f. There
exist C1 > 0 and Cy > 0 such that

1 1
(o + 1)2/ p° 22 (0u)? dx < C’l/ p° £ du,
-1 ~1
and

1 1
/ p”+2(8§u)2 dz < Cy / p° f?dx.
-1

-1
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Proof. Let {fx}3, C C°°([—1,1]) be a sequence converging to f € H°, and let uy be a
weak solution to Aug = fi, for k > 0. By [165], up, € C*°([—1,1]) and we may thus work
with smooth functions to conclude. For notational simplicity, we remove the subscripts
k in what follows. We multiply Au = f by (0 + 1)p?x0,u and integrate:

1 1
—(c+1) / 0z (p° T Opu) 20 udr = (o + 1)/ p° fxdyude. (3.2.5)

-1 —1

Integration by parts allows us to rewrite the left-most term as

1
7/ az(p"ﬂaxu)xamudx:/
-1

-1

1 1

07T (0pu)? dx +/ p° T2 (0,u)(02u) d.
-1

We now integrate the right-most term by parts to deduce

1 1

07 x(0pu)? do — / p° T (0%u) (0pu) dz

—1

/1 0”2 (0,u)(02u) do = (o + 1)/

-1 -1

1
—/ P T (0,u)? da.

-1
Hence,

1

1 1
—/ 02 (p" T Opu)20u da = %/ p° T (0pu)? da + UTH/ p° 22 (0yu)? dz. (3.2.6)
—1 -1

-1

As 0 > —1, plugging (3.2.6) in (3.2.5) and applying the Young inequality to deduce

1 1 1t
(o + 1)2/ P22 (0,u)? dr < e(o + 1)2/ p°2%(0pu)? dx + = / p° f2dx
-1 -1

for all € > 0. Choosing € < 1 yields the desired conclusion.

For the second estimate, using (a — b)? < 2a? + 2b* we see that

1 1
/ P72 (0%u)? dx = / 0 (f = (0 + Dadyu)® do

-1 -1

1 1
< 2/ p° f2dx +2(0 + 1)2/ 0% 2% (0pu)? du.
1 -1

We may thus conclude using the first estimate in the statement. O

Proposition 3.2.7. The operator A : H?> — HO is self-adjoint, nonnegative, and has
compact resolvents.

Proof. Let us first recall that any symmetric, densely defined operator on a Hilbert space
H is closable, meaning the closure of its graph in H @ H is again the graph of a linear,
symmetric operator. Identity (3.2.1) shows that A, (_1ap 1S @ symmetric, densely
defined operator on the Hilbert space H°. Let us denote the closure of this operator by
A, with domain D(A). Our goal is to show that 4 is the unique self-adjoint extension
of Ajo iy 4> With domain D(A) = H?.

A standard approximation argument yields %> C D(A). We will show that A := A,
is a self-adjoint operator by proving A* C A. The chain A € A C A* C A" would then
imply that A = A is self-adjoint, and that any other self-adjoint extension of A ... _, ),
would be jammed in-between A and A* in the above inclusions, and hence coincide with
A.

Let L := A + Id. The desired inclusion A* C A would follow by showing L* C L.
The latter requires us to show that if u € H° is such that u € D(L*), then u € H2.
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Chapter 3. Perturbed porous-medium gas flow

To this end, we begin by observing that for f € H°, the Poisson problem

—p %0, (p° M Ow) +w=f in (-1,1)
(p°o,w) (1) = 0,

has a unique weak solution w € H! by Lax-Milgram, and w € H? by Lemma 3.2.6. The
operator L is hence boundedly invertible. Let u € D(L*). Thus there exists f € H" such
that

(u, Lo)go = (f,v)90  for all v € H2. (3.2.7)

For this f, let w denote the weak solution to the Poisson problem above; w also satisfies
(3.2.7) after integration by parts. Thus, taking the difference and considering the test
function v = L™!(u — w) € H?, we conclude that u € H2.

Finally, by the estimate ||u|y: < ||f|l0 and the compact embedding H! « H°
(see [243, Lemma 4]), it is seen that (A + Id)~! is compact, and we obtain the desired
conclusion. O

By well-known results, we deduce that A : H? — H° has a purely discrete spectrum con-
sisting of an increasing sequence of nonnegative eigenvalues {A; }7° ) with limy_ o A\ =
00, and an associated sequence of eigenfunctions that form an orthonormal basis of HP.
In order to use spectral techniques for studying the null-controllability of problem (3.1.8),
we need knowledge of the explicit spectrum of A. The definition of the eigenfunctions
involves the rising factorials (also called Pochhammer symbols):

(s)j=s(s+1)...(s+j—1) forjeN and(s)p=1 forseR.

For fixed a, b, ¢,z € C, we define the hypergeometric series o F} (a, b; ¢; ) by

oF1(a,b,c,x) : Za)

=0 (¢);4!

provided ¢ is not an integer < 0. The series is convergent if |z| < 1, and terminates if
a € Z and becomes a polynomial (see [252, Chapter IV]). We also recall the standard
integral definition of the Gamma function I'(z) for z € (0, c0):

I'(z) :/ ettt at.
0

I' is a monotone increasing function on (0, 00), and this integral form shows that I'(1) =1
and that 2I'(z) = TI'(z2 + 1) holds for all z € (0, c0).

The following, albeit reformulated result is shown by Seis [243, Theorem 1] and [244,
Proposition 6.1] (in any dimension), following ideas from Denzler & McCann [78]. In the
one-dimensional case, it may also be found in a previous work of Angenent [14].

Theorem 3.3. The spectrum of A consists of simple nonnegative eigenvalues {\;}72,
given by
K2k
A = ?-‘1-5(14-20')

for k> 0. The corresponding eigenfunctions {¢r}5>,, are of the form

N)\»—l

1
= F _— — — 2 , y
or(r) =2 1( 2,0+2+2 x) if k is even

and k-1 k 3
or(r) = o F (—g, o+ B +1, 2’ m2) z if k is odd

for x € (=1,1). In particular, Ay = 0 with associated eigenfunction ¢1(x) = 1 since
constants are in the domain of A.
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Let us comment the results of (243, 244] in the specific one-dimensional case we are
treating here. A key observation is that the operator A commutes with the parity
operator P defined by (Pf)(z) = f(—z), which has two eigenvalues: +1. One may
identify the restriction of A to even functions with ¢ = 0, and odd functions with ¢ = 1,
and then aims to simultaneously diagonalize both operators. In [243], Seis computes the
spectrum by relating the derived eigenvalue problem to a second-order Fuchsian ODE
with three regular singular points. A point spectrum {\y;}32, is obtained, which for
convenience we merge here by setting 2k =k for f =0 and 2k + 1 =k for £ = 1.

On another note, as mentioned above the series defining the eigenfunctions ¢y, terminates
since —% € Z when k is even (similarly —%51 € Z when k is odd). Thus, ¢}, are
polynomials of degree k. It is more advantageous to represent the eigenfunctions in terms
of classical orthogonal polynomials, for which explicit norm relations and asymptotic
behavior are known. We may in fact relate the eigenfunctions to Jacobi polynomials

Pe(a”g)(), as:

(0‘+1)z

for o, 8 > —1 and ¢ > 0, see [252, Chapter IV] for instance. The Jacobi polynomials are
orthogonal in L?(—1,1) with respect to the weight (1 — 2)®(1 + z)%:

/1 2048+ T +a+ 1T (L+B+1)

WP (—la+B+0+1,a+1,2) = PlP(1—2z) xe(-1,1),

1—2)*(1+2)? PP () do =
(=) (e P @) e = S e T T T v at A )0

see [252, Chapter IV, Section 4.1], which holds for «, 3 > —1. Using this, relatively
straightforward computations yield the normalized eigenfunctions of the form

() = crpr(t) (3.2.9)

. (3.2.8)

as per the following result.

Lemma 3.2.8. Let k > 0, and let ¢y be the k-th eigenfunction of A. Then

—UGJ‘QﬂF@+%ﬂXﬂ+a+n

2
l2ell3g0 = 2/¢ 20+o0+ DT (l+0+13)
if k =20 is even, and

/3
02011130 = 2 (§>

if k=2041 is odd.
Proof. Let k = 2¢ be even. We write

-2 (P(l+ 3Tl +o+1)
¢ 2+0+HT(U+o+3)

1 1
1y -2 1,
2*0/ (1—x2)0¢§gdx:2*0(5)e (e!)‘é’/ (1 - 227 PT 29 (1 - 22?) da.
1 -1
A simple change of variables yields

1 1 )
/1(1 — 227 P (1 9%y dp = 277} / - 273 (14 2)°P 7 (2) de.

Using the orthonormality relation (3.2.8), we obtain

1 o+3 1
_1ls 2 re+:;r¢+o+1
[ o=t p e e = 2 T o )
1 2€0+0+5 MT(U+o0+3)
We deduce
) /12 AT+ DT+ o+ 1)
llp2ell30 =2 (*) 1 Iy"
2/¢ 2U+o+5)(l+0+3)
The case when k is odd follows from an analogous computation. O
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Chapter 3. Perturbed porous-medium gas flow

3.3 Null-controllability of the linearized problem

Before proceeding with the proofs of the controllability results for the linearized problems,
let us argue the well-posedness of

aty - piaax(pa+1ary) = f in (OvT) X (ila 1)
(P71 0,y) (¢, £1) =0 in (0,7) (3.3.1)
y(0,2) = yo(z) in (=1,1),

where T' > 0 and f is an arbitrary source term. The following result holds.

Proposition 3.3.1. For every yo € H® and f € L?(0,T;H"), there exists a unique weak
solution
y € L*(0,T:H') N CO([0, T]; 1)

to Problem (3.3.1) satisfying the estimate

lyllcoqo,r::0) + 1Yl 20,7200y < Cr (1 £l 20,7300y + w0l 340) (3.3.2)

for some Cp > 0. If moreover yo € H', then y is a strong solution enjoying maximal
regularity
y e L20,T;H?) N HY(0,T;1°) n C([0, T); 1)

along with the estimate

lyllcoqo, ) + 19l 20,722y < Cr (1 fll 20,7200y + llwoll341) (3.3.3)
for some Cp > 0.

Proof. The statement follows from well-known semigroup theory results (see for instance
[26, Part II, Chapter 1, Section 3]). Indeed, Proposition 3.2.7 along with [26, Theorem
2.12, Section 2] imply that the self-adjoint operator (A,D(A)) generates an analytic
semigroup in H°.

We remark that the semigroup theory results make use of the fact that H! is the
(%, 2)-interpolation space of D(A) = H? and H. A proof of this may be found in [118,
Lemma 3.6] and also [117, Lemma 1.7].

The constant Cr in estimates (3.3.2), (3.3.3) depends on T due to the fact that first
eigenfunction of A is associated with the eigenvalue 0. Thus, the contribution of this
first mode to the L?(0,7;H')-norm of y is not bounded as T — cc. O

As discussed in the introduction, the null-controllability of Problem (3.1.8) requires
first proving Theorem 3.2, regarding the null-controllability of the homogeneous problem

Oy — p= 90, (p°10y) = ul, in (0,T) x (—1,1)
(Pt 0uy) (¢, +£1) =0 in (0,7) (3.3.4)
y(0,x) = yo(x) in (=1,1).

3.3.1 The homogeneous problem

The main objective in what follows is to provide a proof to Theorem 3.2. Let us begin with
a short review of some well-known notions on the null-controllability of linear systems.
Let H and U be two Hilbert spaces. Consider the linear control system

;o .
{y = Ay + Bu in (0,7) (3.3.5)

y(0,-) = yo € I,

where A : D(A) — 3 is the generator of a strongly continuous semigroup {e*4};>0 on
H and B € L(U,H). If (3.3.5) is null-controllable in time 7" > 0 then the set

Ur,yy = {u € L*(0,T;U): y(T,-) = 0}
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3.3. Null-controllability of the linearized problem

is non-empty. The quantity

k(T):= sup  inf |ulp200,70
HyD”}CZIU’EMT,yO ( )

is called the control cost in time T. It is known that if (3.3.5) is null-controllable in any
time T > 0, then s : Ry — R is continuous and non-increasing, and limp o+ x(T') =
0o. This namely implies that for every function v : Ry — R, with x(t) < (¢) for every
t > 0, for every T' > 0 there exists a control driving the solution of (3.3.5) to rest im
time 7" such that

lull 220,750y < Y(T)llyolla-

Let us consider the adjoint problem

{—g’ = A*C in (0,7)

(T,-) = (r € I (3.3.6)

The following result is relatively standard and may be found in [191, Propositon 2.2],
and originates from the work of Fattorini & Russell [97]. Due to a minimal change in
the assumptions with respect to [191], we give a short proof below.

Lemma 3.3.2. Assume that A is a negative operator', with an orthonormal basis of
eigenfunctions {pr}72, and corresponding decreasing sequence of eigenvalues {—Ag}72,
which satisfy

]ir)lf(‘)(AkJrl — )\k) =s>0 (337)
Me =1k?+O(k)  ask — oo (3.3.8)

for some r > 0. Assume U is a separable Hilbert space and that there exists p > 0 such
that

1B* ¢kl = p (3.3.9)

for allk > 0. Then there exists a constant Cops = Cops(T) > 0 such that the observability
inequality

T
1600 )13 < Cas [ 1B°CI at (33.10)
holds for any (v € H, where ( is the corresponding solution to (3.3.6).

Proof. We may write the Fourier decomposition of ¢ as

¢(t,z) = Z eI o) g n (). (3.3.11)
k=0

Since U is separable, it has an orthonormal basis {9; };";0, which combined with identity
(3.3.11) and the time-shift T'— ¢t — t gives

T o T
| iscza=3 [
0 =00

for T > 0 and {r € H. Now, making use of assumptions (3.3.7), (3.3.8), we deduce from
[242, Theorem 1] that there exists C'(T") > 0 such that limp o+ C(T') = oo and

T | oo
C’(T)/ Z ape”
0 |k=0

IMeaning (Ay,y)sc < 0 for y € D(A).

00 2
> e G, er)ac(B ok, )| dt (3.3.12)
k=0

2 o0
dt > Z |ak|2€_2>\kT
k=0

(0]



Chapter 3. Perturbed porous-medium gas flow

for all T > 0 and {a;}32, € ¢*(N). Applying this estimate in (3.3.12) gives

T oo o0
o) [ 1B CI > 3030 e (Gl B o)}

7=0 k=0
for T > 0 and {7 € H. This last estimate along with assumption (3.3.9) yields
T
o) [ 1Bl at > 0. )1k
for {r € H. The observability inequality (3.3.10) thus holds with Cyps(T) = % O
Remark 3.3.3 (Decay of the control cost). When the operator A is strictly negative
(and thus Ao > 0), then there exist My, My > 0 such that
Mo
K(T) < MyeT™  forall T > 0.

This will not hold in our case since \g = 0 is an eigenvalue. The cost may be shown to
be of the same exponential form for small time (see [242, Section 5.2]), but in the long
time limit T — oo, it is rather of the order of a constant. The control cost plays a role
in choosing the explicit time-weights in the source-term method, as seen below. For a
thorough study, we refer to Tenenbaum € Tucsnak [256].

In our framework, we take H = H° and U = H°(w) = L?(w, p°dx). The control operator
B e L(U,H) is given by Bu = ul,,, where w = (a,b) € (—1,1) is non-empty. Hence,
B*u = ul,.

Using Lemma 3.3.2 and the spectral results from Subsection 3.2.2, we are now in a
position to prove the following result.

Lemma 3.3.4. Let 0 > —1. The eigenvalues {\;}72, and associated normalized eigen-
functions {§,}32, of the negative operator A : H* — HO satisfy conditions (3.3.7)-
(3.3.9).

Proof. Due to their form, it is readily seen that the eigenvalues given in Theorem 3.3
satisfy (3.3.8). The separation condition (3.3.7) follows from a simple computation:

M1 — A 2k+0+1>204+1 forany k> 0.

The main issue will be to show that the normalized eigenfunctions satisfy condition
(3.3.9). Recall that they write

—_— (_%7‘7) 2
Poe(T) = caePy (1—227%)
when k = 2/ is even and
_ _ p2:9) (1 _ 9,2
902€+1(33) = Cou4117 ( %)
when k = 2¢ 4 1 is odd, for £ > 0, where

2 27020+ o+ 2T (U + 0+ 1) P 2°k(20+ 0+ 30U+ 0+ 2)
2 r(+re+o+1) = T+ 3l +o+1)

(see Lemma 3.2.8 and (3.2.9)). In view of the fact that B*u = u|_ and since L?(a,b)
and H(a,b) are topologically equivalent, (3.3.9) may be rewritten as

b
/@idﬂwu
a

2Meaning there exists a > 0 such that (Ay, y)sc < —ally||3 for all y € D(A).
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3.3. Null-controllability of the linearized problem

for some p = p(a,b,0) > 0 independent of k. Now, for any fixed k& > 0, since these
eigenfunctions are nonzero solutions of a second order differential equation (they are
nonzero polynomials), we have

b
/@idx>u
a

for some p = p(k,a,b,0) > 0. We are thus going to study the behavior of this quantity
as k — oo.

For technical purposes, let us first assume that 0 ¢ (a,b). We will add 0 in (a,bd) a
posteriori, after observing that the asymptotic lower bound does not blow up as a — 0
or b — 0.

Let us assume that a > 0 (the cases b < 0 and @ < 0, b > 0, 0 ¢ (a,b) follow similar
arguments). Let k = 2¢ with ¢ > 0 be even. We have

b b )
/ P de = Cge/ Pg(_i’o)(l —2x?)%da. (3.3.13)
a a

We look to reformulate the integral on the right-hand in view of using the following
asymptotic formula:

P{A) (cos ) = % (\/17? sin~®"2 (g) cos ™3 (g) cos(0y(n) — ¢)) + O(n*%),
(3.3.14)
forn >0, o, € R and 6 € (0,7), where

T 1

P(n) = (n+%(a+ﬁ+1)> and ¢:§(a+§>,

see [252, Chapter VIII, Theorem 8.21.8] for instance. Performing the change of variable
cosf =1 — 222, whence dz = 275/T + cosfdo, gives

b 1 71,
/Pé’f"’)(lfzx?fdx:z*%/ Py (cos0)2V1 + cos .d,
a ’Yl

where ; = arccos(1 —2a?) and 72 = arccos(1 — 2b?), thus now (71, 7v2) C (0, 7). We may
use (3.3.14), which combined with the above identity gives

b 1, . Y2 1 2 06 g 1
J R B e N e

. o T cos(g)Ee

27z [ 1 00+ 2+ 1
+ o(Q) cos (6 +2T4))\/1+cos9d9
ﬁ Y1 ¢ COS<9)0+§

2
+/j2(9(£13)\/mde

1

as £ — oo. Let us take a closer look at the right-hand side integrals. Using elementary
trigonometric relations,

/“’2 cos2(9(€—|—‘27—|—}L))\/1_|_Wd€:20+;/“’2 cos2(9(€+%+i))d0
8!

L cos(§)2o+1 " (14 cosf)
_ g0} /72 (1 + cos(6(20 + o + %))) a0
" (1 + cosf) ’
Similarly,
1 "2 cos (0(0+ § + 1)) 1 2 cos (0(0+ S+ 7))
o <2> / 2 T cosfdo = O (2) / () 1)) g9
Z) ), ey 2) ), "0 o)
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Chapter 3. Perturbed porous-medium gas flow

where n(0) = sgn (740 +4r|["=2]) € {—1,1}. Putting together the three previous
identities, we obtain

b o—2 Y2 1
(—1.0) 9o 2 (14 cos((20+ 0+ 3)))
P 2 1 _ 2 _
/a ¢ ( ) de 2 Ll (1 +cosB)° 40

V2 00 +2 4+ 1
¢ " (1+cosf)™=
1
+0(3)

as ¢ — oo. Going back to (3.3.13), we now have

t/¢§m(LJW%+0+§W@+U+9?02/”0+aﬂﬂ%+a+bhﬁ
a 71

L+ Tl +0+1) ™ (14 cosb)
(3.3.15)

020+0+ 50l +0+3) 1\ [ cos(0(+F+ 7))
P Do) (OQ?)L (are—— d(”O(@))

as { — oo. Making use of the relations (¢ — 1)! = T'(¢), 2I'(z) =T'(2 + 1) for z € C as

well as FEHO‘) ~ ¢2=8 (a consequence of Stirling’s formula), we obtain

(-1 2+0+35T(C+o+3) r(z> ( T(t+o+1) (e+a+;)r(e+a+;)>

L(e+3) I(l+o+1) 0+ M+a+n I(l+o0+1)
1 (l+o+1 (t+o+3)
= 2 N 1
< €—|—U+1 I‘(E—l—a—i—l)) (3:3.16)
and similarly
020 L 1
@btot lEtots) 4 (3.3.17)

L+ DTl +0+1)

as { — oco. Moreover, recall that for any interval I C R, the sequence {cos(n:)}nen
converges weakly-* to 0 in L>°(I) as n — oo (an application of the Riemann-Lebesgue
Lemma), meaning

/cos(nx)gb(z) dz —— 0 for all ¢ € L'(I). (3.3.18)
I

n—oo

Since (14-cos(-)) =7 € L(y1,72) and also n(6)(1+-cos 9) ferl (71,72), using (3.3.16),
(3.3.17) and (3.3.18) in (3.3.15), we deduce that

/b ) 920—1 72 1
23] dz — / o
a © Jy (L+cosf)

as ¢ —» oo. A straightforward computation yields

V2 1 b 1
/ ————df = 21_"/ ——— dz,
4 (L+cosf) o (1—22)7+3

thus we may conclude that

b ) 90 b 1
/a Doy dex — ?/a m dx (3319)

as { — oo.
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3.3. Null-controllability of the linearized problem

The arguments differ very little when k£ = 2+ 1 is odd, so we provide less detail. We
have

b 20020+ o+ 3Tl +o+3) [P 1
—2 dr = 2 2 / 2P(270') 1—-2 2 2d )
[ S T Dieeovn  J, 00 RS

Applying the same change of variable as in the above computation yields

b

14 1 72 14

/ 22 P31 - 22%)? dx = 5/ P (1 — 227)2(1 — cos 0)v/I + cos 0 d6.
a Y1

By virtue of the asymptotic formula (3.3.14) and elementary trigonometric identities, we
now have

b 2 o 3 ™
1y 1 [ cos?(0(l+2+3)—1
/ 3;2Pé(2’ )(1—21*2)2(1@:7/ cos ( ( +2+4) 2)(1—COSG)\/1+COSGd0
a 1

20m sin®(4) cos(§)2+1

1\ [ cos(B(t+Z+3) -1
ro(2 )/ COSOULE+5) = 5) (1 cos )y TT conBdd

& sin(i)cos(§)”+%
+0(5)
29 (72 1+cos(0(20 + 0 + 3)—m) 40
(), (1+ cosB)°
1 Y2 /1 —
+(’)< 2)/ sin (9 <£+U +3>> _vizcosh g a0
¢ 2 4)) (14cosh)™a
+O<e3)

as £ — oo, where n(f) € {—1,1}. Using the parity and periodicity of the cosine, we see
that the computations reduce to an almost identical scenario as when k is even, and we
may use (3.3.16), (3.3.17) and (3.3.18)3 to deduce

v, g0+l b 1
/1¢Qe+1dﬂi—> - / 1257+ dz (3.3.20)

as £ — 0o. As the limit bound in (3.3.19), (3.3.20) does not blow up as a — 0, we may
conclude the proof. O

We are now in a position to conclude the proof of Theorem 3.2.

Proof of Theorem 3.2. The conclusion follows from a well-known adaptation of the HUM
method (Hilbert Uniqueness Method, [184, Chapitre 2]). We give brief details for the
sake of completeness.

For fixed € > 0, let us introduce the functional

Je obs(CT) = / /P |C|2d$dt+/_ p7y0G (0, ) dz + €[[¢r ([0

for every (r € H°, where ( is the unique solution to the adjoint problem
¢+ p 70, (p°T0,0) =0 in (0,T) x (—1,1)
(p° 10, 0)(t, £1) = 0 in (0,7) (3.3.21)
(T, z) = Cr(x) in (-1,1).

Je obs can be shown to be strictly convex, continuous and coercive on HO by virtue of
the observability inequality (3.3.10) (which holds for solutions of (3.3.21) by Lemma

3Which also holds when cos(n-) is replaced by sin(n-).
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Chapter 3. Perturbed porous-medium gas flow

3.3.4). Jeobs thus has a unique minimizer (5. € H by the direct method. Following
common practice, we introduce the control u. = (.1, where (. is the solution to (3.3.21)
corresponding to (5. We denote by y. the solution to (3.3.4) associated to the control
uc. Differentiating J; obs at (7 yields the Euler-Lagrange equation

€

S
1C7 [l

T
/ / p7 Cepda dt + (yo, (0, )30 + a< ,<pT> =0 (3.3.22)
0 w 'HU

for every pr € HO. (3.3.22) along with the observability inequality (3.3.10) for pr = (%
give
[uell 20,7522 (w)) S Cobsllyollae

uniformly in € > 0. On the other hand, by duality

T
/0 /p“g}(pdxdt: We(T, ), o2)a00 — (0, 9(0, )30, (3.3.23)

which combined with (3.3.22) yields
lye (T, Mwe <e. (3.3.24)

Since {uc}eso is bounded in L?(0,T; L?(w)), it converges weakly (along a subsequence)
to some u € L?(0,T; L?(w)). Using analytic semigroup estimates such as |26, Theorem
2.12, Section 2] we deduce that along subsequences

ye =y  weakly in L2(0,T;H') n H*(0,T; (H')*)

as ¢ — 0, where y is the solution to (3.3.4) with control v. By Aubin-Lions, this gives
strong convergence of {y.(t,)}eso to y(t,-) in HY for all t € [0, 7], whence y(T,-) = 0 in
view of (3.3.24). O

3.3.2 Controllability in spite of a source term

The null-controllability of Problem (3.1.8) will follow by combining Theorem 3.2 with
the source-term method. We review the latter in what follows.
Let 7 : (0,00) — [0, 00) be a continuous, non-increasing function satisfying lim;_,o y(¢) =
oo and
k(t) <~(t) forallt>0.

We moreover assume that for some M7, My > 0,
YWT) = Mye' ™ for T < 1. (3.3.25)

One may for instance consider the observability constant t — Cops(t) in (3.3.10), which
satisfies the above assumptions, as per [242, Theorem 1 & Section 5.2] (see also [256]).
We recall that in our case, condition (3.3.25) does not hold when the time horizon is
large, as A\p = 0 (see Remark 3.3.3).

Let T >0, ¢ € (1,4/2) and p > 0 such that 2p > (14 p)q? be fixed. We now consider
the continuous, non-increasing function 6 : [0, 7] — [0, 00) defined by

07(1) = W(Qq; L t))i(pﬂ) for ¢ € [0, 7). (3.3.26)

As p > 0, it is easily seen that 0x(T) = 0. We then consider the continuous and non-
increasing function 6 : [T(l —q7?), T} — [0, 00) defined by

Oo(t) = 07 (2t — T) + T)v((g — 1)(T —t)) forte [T(l ), T], (33.27)
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3.3. Null-controllability of the linearized problem

which also satisfies 6y(T") = 0. We extend 6y (and use the same notation) to a continuous,
non-increasing function on [0, 7] by setting

0o(t) = by (T(l - q_g)) for t € [0, T(1- q_2)}.

When dealing with the nonlinear problem, it will be important that the above-defined

weights satisfy the condition

92

0 < Co%Io,T)). (3.3.28)
0

This is accomplished by the choice of ¢ > 1 and p > 0 above. Indeed, notice that the

only obstruction for having (3.3.28) is the behavior of this quotient near ¢ = T, as one

may see that

)(p-i-l)

% ) - il .
0r (g =1)(T = 1))*
Thus, in view of condition (3.3.25), the choice ¢ € (1,1/2) and 2p > (1 + p)g? has the
effect of guaranteeing (3.3.28).
Remark 3.3.5. Should Ao > 0, one may for instance consider the explicit weights

M
9]:(t) = €7<T_at)27 go(t) = M16<q—1>(2T—t>7q4(Ta—t)2

as in [191], where o, q are appropriately chosen for the fized-point argument.

To the time-weight functions 6y, 07, we associate the time-weighted Hilbert spaces

F= {f € L*(0,T;H°): gi € LQ(O,T;HO)} : (3.3.29)
J_‘

U= {u € L*(0,T; L*(w)): % € L*(0,T; LQ(w))} .

The following Theorem is originally shown in [191, Proposition 2.3| (see also [173] and
[23] for subsequent adaptations). We assume higher regularity for the initial datum a
priori, and thus for the controlled trajectory, having in mind the fixed-point argument.
For the sake of completeness, we give a proof below, and the proof follows the same
time-splitting scheme of [191].

Theorem 3.4. Let T > 0. There exists a constant C = C(T) > 0 and a continuous
linear map £ : H* x F — U such that for any yo € H' and any f € F, the solution y
of (3.1.8) with control uw = £(yo, f) satisfies

In particular, since 0y is a continuous function satisfying 0o(T) = 0, the above relation
yields y(T,-) = 0.

v
0o

Y

9% + lulle < CUSNF + lyollze)- (3.3.30)

"

CO([0,T;HY) L2(0,T;H2)

Proof. For k € N, we define Ty, := T(1 — ¢~ *): On one hand, we set ag := yo and, for
k € N, we define ax11 := ys(T)_ |, ) where y; is the solution to

Owyr+Ayr = f  on (Ty, Try1)
yr (T, = 0.

From the energy estimate (3.3.2) in Proposition 3.3.1, we have
lak+1llz < Hyf”CO([Tk,Tkﬂ]%Hl) < CT||f||L2(TkaTk+1§HO)' (3.3.31)
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Chapter 3. Perturbed porous-medium gas flow

On the other hand, for k¥ € N we consider the homogeneous control system
OYu + Ayu = urly,  on (Ty, Tit1)
y(T]:_7 ) = ak,

where uy, € L?(Ty, Tiy1; L?(w)) is such that yu(T,;:_l, ) =0 and

k72 (memesnir2y) <Y Thrr = Te)llak | Fo- (3.3.32)

Such a wuy exists for any £ € N by virtue of Theorem 3.2. Now remark that by definition
of the weights, one has

00(Thr2) = 07 (Th)Y(Thtro2 — Tht1) (3.3.33)

for k € N. Now combining (3.3.32), (3.3.31), and the fact that 6 is a non-increasing
function, we obtain

kil s Tastzy) < 7° Tirz = Tern) laka o

T 2
<37 (01 ) 0310

0

‘ f

L2(Ty, Ti41;HO)
for any k € N. In view of the definition of 6y and the relation (3.3.33), we deduce that

2

0F

b2y sy T2 ) < CF05 (Thya) -
L2(Tk,Tr41,HO)

Finally, since 6y is a non-increasing function, there exists a constant C' = C(T') > 0 such

that

2 2

f

0

Uk+1
0o

<|

(3.3.34)

L2(Txy1,Trt2;L2%(w)) L2(Tk,Try1;H0)

for all k£ € N. We can now patch the controls uy for k € N all together by defining

e}
u = E ukl[Tk7Tk+1)-
k=0

In particular, combining estimates (3.3.34) and (3.3.32) (with k& = 0) yields a constant
C = C(T) > 0 such that

f
<c(]; + ol )
L2(0,T;L2 (w)) F1L2(0,T;H°)

for any yo € H' and any f € F. The state y can also be reconstructed by concatenation,
namely y = yr + yu, continuous at each junction by construction. Indeed,

w
o

y(T ) =y (T ) +yu(T ) = a = ys (T7, ) + vl T, ) = y(T37 ),

and so y satisfies (3.1.8). We now look to estimate the state y. We use the energy
estimate (3.3.2) from Proposition 3.3.1 on each time interval to obtain

||yf||%0([Tk,Tk+1];H1) + ||ny%2(Tk,Tk+1;’H2) < C%”f”%%Tk,THl;HO) (3.3.35)

and

HyuHQCO([Tk,THI];Hl) + HyuHi2(Tk,Tk+1;’H2)
< CFllarll3 + CFlunll 2 (my 11522 (w0) (3.3.36)
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3.4. The fixed-point argument

for k € N. Proceeding similarly as for estimating the control, we may deduce

2

f

Hy||200([Tk,Tk+1];H1) + ||y||%2(Tk,Tk+1;H2) < C703(Thi1) 07

L2(Tx—1,Try1;H0)

for k > 1, and since 6 is a non-increasing function, using (3.3.32), (3.3.35), (3.3.36) (all
for k = 0) we deduce

’;/ +‘;/ <C H@f + 1ol | -
0 llco(lo,T);HY) 01lL2(0,7;H2) FL2(0,17;H°)
In view of the above estimate and (3.3.34), we may conclude. O

3.4 The fixed-point argument

We look to conclude the proof of Theorem 3.1 by virtue of a Banach fixed point argument.
Let X7 := L?(0,T;H?) N C°([0, T); H'), and consider the time-weighted space

Y= {y € Xr: g E)(T}7
0o
which is endowed with the Hilbert norm

T
Iyl = / 052 () [yt )%, dr.

We recall that the weights 6y, 7 are defined in (3.3.27) and (3.3.26) respectively. Let us
also denote

which is finite due to (3.3.28), and consider the radius

. 1 1
T:mm{QC(T)’SC’(T)MCU}’ (3.4.1)

where C(T') > 0 is the constant appearing in the control-continuity estimate (3.3.30) and
C, > 0 appears in the embedding given by Lemma 3.2.4 (see (3.4.3) below). We also
consider the ball

Ve={y€V:|ylly <r}

Given yg € H', we may construct the nonlinear map N : ), — ), by setting

where y is the solution to the controlled problem

oy — p~70:(p" T 0uy) = pF-5(¥,0.Y) +ul, in (0,T) x (—1,1)

(p° T oLy (t, £1) =0 in (0,7)
y(0,2) = yo(z) in (—1,1),
where we recall (see (3.1.6)) that F. s(p,q) = ﬁizq when p? < 62,¢> < &%, and F. 5 =0

whenever p? > 462 or ¢% > 4¢2. Also, we assumed that 4(e +9) < 1. We are now in a
position to prove our main result.

Proof of Theorem 3.1. For the sake of cohesion, we split the proof in three steps.
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Chapter 3. Perturbed porous-medium gas flow

First step. Fix yo € H'. We first look to show that the map N is well-defined and
leaves Y, invariant. Given § € ), we consider the source term

f = PFa,a(@ awy)

Let us first demonstrate that f € F, with F being defined in (3.3.29). Recall that

=2 2 2
o Y (9:7) (9:7)
F. ;az = ) — —
(Y, 0:7) x(52)x( = ) 1571 20,7
where x : [0,00) — [0,1] is a smooth cut-off supported on [0,4) with x(z) =1 on [0, 1].
Since F. 5 # 0 if and only if [g| < 2§ and |0,7] < 2¢ where 4(¢ + ) < 1 (and thus
2(e+0) < %), using the triangle inequality we have
) S () R (2% )
1+7+20,5] = 1[5 —10:7] = 1-2(+9)

|F.5(7, 0.7)| <

< 2(8:9)
Whence,
T 1
05 (9s
/ / p / / o420 y) dz dt
0o J-1 6% 63
7)
<4M2/ / p0+2‘"”74 dz dt. (3.4.2)
0 Jo1 )
We now recall that from Lemma 3.2.4, the embedding
28,7 <Gy 3.4.3
lo2oa] ., < Colle (3.4.3)

holds for some C, > 0 whenever o € (—1,0). As moreover 76, € C°([0,T]; H"), going
back to (3.4.4) we may apply estimate (3.4.3) to the effect of

T 1 T 1
| [l wa<er [ ot [ o O avar
0 -1 0 — 90
T o 1 aw72
ez (/ 902||yazdt><sup [
0 te[0, 7] J -1 0
T 2
<C7 </0 90_2||y(t7')||§cht> ~ (3.4.4)

Combining estimates (3.4.2) and (3.4.4), we deduce

< 2MC, |13, (3.4.5)

H 0r L2(0,T;#H0)

and so f € F. Now, let u := £(yo, f), which is well-defined by Theorem 3.4, and consider
the corresponding controlled trajectory y € Y. We aim to show that y € ). From the
control-continuity estimate (3.3.30) we have

7
lylly < C(T) (He ol )
FIL2(0,T;HO)

Inequality (3.4.5) leads us to

lolly < C(T) (2MoCo 713 + Iollser)-
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3.5. Null-controllability of the linearized thin-film equation

In view of (3.4.1), choosing |lyo||3: < r leads us to conclude that y € V..

Second step. Let us now demonstrate that the map N : ), — ). is strictly contractive.
Observe that for = € (—1,1), (p;, ¢;) € R satisfying p? < 62 < land ¢? <e? < 1,i=1,2,
one has

|E-s(p1,q1) — Frs(p2,q2)| < 4(qf (1 + p2 + 2g2) — g3 (1 + p1 + zq1))

<4
<AL +pr+a)@ - @) +ape—p) + 62— 1))
< 6(qf — a3) +4q1(p2 — p1) +4aq1(q2 — q1). (3.4.6)

Hence, using estimates (3.3.30), (3.4.6) and arguing as in Step 1, we may see that

v =N | < O o (Prson. 02m) = Fslve. 022)
<AC(T)Co M7 ||y1 — 2

|-
ly-
In view of (3.4.1), we deduce that N is a strict contraction.

Third step. Thanks to the Banach fixed point theorem, for any yo € H' satisfying
llyollzr < r, the nonlinear operator N : )V, — ), admits a unique fixed point y € Y.
We may thus conclude the proof of Theorem 3.1. O

3.5 Null-controllability of the linearized thin-film equa-
tion

We give brief arguments as to see that the controllability study in Section 3.2 may also
be applied to the one-dimensional thin-film equation linearized around its self-similar
profile, derived in [205, 245]. The thin-film equation

Oth + 0. (h"93h) =0 in {h > 0}

where n € (0, 3) represents a more realistic model for the evolution of a liquid film over
a solid substrate in a regime known as lubrication approximation. Much like its second
order counterpart, the PME (3.1.1), it is a free boundary problem whenever the initial
datum is compactly supported (a physical phenomenon known as droplets). We refer to
[117, 118, 245] and the references therein for an overview of the well-posedness results,
self-similar asymptotics and the role of boundary conditions.

For n = 1 (known as linear mobility regime), McCann & Seis [205, 245] replicate the
ideas used for the PME in [78, 243, 244] to compute the spectrum of the full linearization
of the thin-film equation around its own self-similar (Smyth-Hill) solution. Namely, after
an analog rescaling and von Mises transformation, the control problem for the equation
linearized around the self-similar solution is of the form

Oy + A%y + Ay = ul, in (0,7) x (—1,1)
(py)(t,£1) = (p*0uy)(t, £1) =0 in (0,7) (3.5.1)
y(0,2) = yo(x) in (—=1,1).

where T > 0 and A = —p~10,(p?30,) is the operator governing the linearized porous

medium equation (3.3.4) with 0 = 1. Replicating the linear theory from Section 3.2, we
may deduce that the operator £ = A(A + Id) is self-adjoint, non-negative with domain
D(L) = H*, and has compact resolvents. Both boundary conditions are automatically
satisfied by arguing as in Lemma 3.2.5. The operator thus generates an analytic semi-
group on H°, which implies the following result (see [245, Lemma 3]).

Proposition 3.5.1. Let T > 0. For any yo € H° and u € L*(0,T;H°), there exists a
unique solution y € L*(0,T;H?) N C°([0,T); H°) to (3.5.1).
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Chapter 3. Perturbed porous-medium gas flow

As done in Section 3.3, we use the explicit spectrum of the linearized operator A(A+1d),
given in [205], to demonstrate the null-controllability of (3.5.1). This is in essence an
immediate consequence of Theorem 3.3.

Corollary 3.5.2 (|205], Corollary 3). The spectrum of L : H* — H° consists of simple
nonnegative eigenvalues {1}, given by

e = A7+ Ak

for k >0, where A\, denote the eigenvalues of A from Theorem 3.3. Moreover, L and A
have the same normalized eigenfunctions {@,}7>,, which generate an orthonormal basis

of H°.

As the eigenfunctions of £ = A(A + Id) and A coincide, and the control operator B is
the same as in Section 3.3, we may deduce the following null-controllability result for
Problem (3.5.1).

Theorem 3.5. Let T > 0, w C (—1,1) be an open, non-empty interval, and o = 1.

Then, for any yo € H°, there exists a control u € L?(0,T; L?(w)) such that the unique
solution y € L*(0,T;H?) N C°([0, T); HO) of (3.5.1) satisfies y(0,-) = yo and y(T,-) = 0.

Proof. In view of Lemmas 3.3.2 and 3.3.4, and since the eigenfunctions of A and L
coincide, we only need to investigate the eigenvalues {y}72, of the latter operator. Due
to their form, it is readily seen the eigenvalues satisfy both the growth condition (3.3.8)
and separation condition (3.3.7). We may thus conclude by using the HUM method as
for the proof of Theorem 3.2. O

3.6 Concluding remarks

In this work, we addressed the null controllability a one-dimensional degenerate parabolic
equation, which represents the problem satisfied by a perturbation around the Barenblatt
profile of the free boundary porous medium equation after fixing the moving domain. We
proved a local null-controllability result for this perturbed problem with a regularized
version of the original nonlinearity. This allowed us to make use of only L?(0,T; L?(w))-
regular controls for the fixed-point argument. The linear controllability theory was also
applied for proving a null-controllability result for the linearized thin-film equation.

Let us present some directions on how our results may be extended, as well as some
related open problems.

3.6.1 The full nonlinearity and free boundary problem

In this work we only addressed the case where the nonlinearity

_ _ O o+1 _ (8Ty)2
N(y) = pF(y,0zy) — p~ % 0x(p° T 2F (y,0:y)), F(y,0x )—71+y+wzy

is truncated as in (3.1.6) (and without the higher order term —p~?9,(p° "1z F_ 5)). To de-
rive a local null-controllability result for the full nonlinear perturbation equation (3.1.4),
one would need to remove the cut-off, i.e. to ensure that F, s = F'. To ensure this con-
dition, higher regularity of the controlled trajectory y and consequently of the control u
is needed. Namely, y should be C%1([0,T] x [-1,1]) and have small-enough norm. This
will be considered in a future work. The Lipschitz regularity of the controlled trajectory
is also required for reversing the von Mises transformation in view of obtaining the local
controllability to the Barenblatt trajectory for the free boundary problem (see Remark
3.7.2).
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3.6.2 The multi-dimensional case

The null-controllability of perturbation equation in arbitrary dimension is also worth
investigating. In the linearized regime, it would read

Oy —p V- (p°Vy) =ul, in(0,T)x B
(P71 Ony)(t, £1) = 0 in (0,7),

where By is the open unit ball, p(z) = (1 — |z|?>) and w C By is open and non-empty.
The well-posedness follows from similar arguments as in the one-dimensional case, and is
also argued in [244]. The spectral/Fourier techniques we used in this work are however
restricted to the one-dimensional case. Thus, proving the desired observability inequality
would likely require a Carleman estimate in the weighted #* spaces. To the best of our
knowledge, this has not been addressed in the literature.

3.6.3 The thin-film equation

The preceding questions are also open in the case of the (perturbed) thin-film equation
of Section 3.5, for which we have only addressed the null-controllability of the one-
dimensional, linearized equation.

3.7 Appendix

3.7.1 Hardy-type inequalities

Herein, we provide short proofs of Lemmas 3.2.1 and 3.2.2.

Proof of Lemma 3.2.1. Set x = tanhs, and consider g(s) = (1 — tanh®s)®f(tanh s).
Then we have [|(1 — 2%)*fllco—1,1]) = ||gllL®)- Along with the standard Sobolev

embedding [|g||z~®) < ||g]/r®) and 4% =1 — 2%, this yields
10 =) i < [ (67 + (0.9)%)ds

— /1 (1— 22)2o7 2 (1 — 2%)(0,(1 — x2)af)2) dz.

-1
Using the elementary estimate (a — b)? < 2a? + 2b%, we conclude

1 1

(1 . x2)2a71f2 + 2/ (1 o x2)2a+l(azf)2‘

11 = 22)° |2 1.1 < (1+802) / 1

-1

O

We recall the following Hardy inequality, and refer to [117, Lemma A.1] for a proof
(see [137] for the original).

Lemma 3.7.1 (Hardy). Let o # %, and let ||[#°7'0, f||2r,) < oo. Suppose that
f(zr) — 0 for some sequence x, — ¢ as k — 0o, where ¢ =0 if a < —% and ¢ = oo if
o> —%. Then

Iz fllL2ry) < 2T 0, fll2(R. )- (3.7.1)

2
[2a + 1|

One may choose f such that f(z) = log(log 1) near x = 0 to show that the assumption
o # —% is necessary.
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Proof of Lemma 3.2.2. The proof follows similar arguments to those for Lemma 3.2.1.
We begin by writing

1 0 1
_ 22\ 2 4y — — ) f2q — 222 da. 7.
[1(1 22)° 2 da [1(1 x)fx+/0(1 22)° 2 dg (3.7.2)

As both terms on the right-hand side of the identity (3.7.2) are symmetric, we will only
look at the first one. Let n € C*°(R) be a cut-off function with n(z) = 1 for z < 0 and
n(z) =0 for z > 1. Also, set g(s) = f(z)n(z) for s =142 As1 < (1—2) <2in
(—1,0), we have

0 0 1 o0
/ (1—2H2f2dx < Ca/ (1+2)*f*dx = Ca/ sg*ds < Ca/ s7g*ds, (3.7.3)
-1 -1 0 0

where C,, = 2 if @ > 0 and 1 otherwise. We make use of the Hardy inequality (3.7.1)
on the right-most term in (3.7.3), which yields

0 « Ca > a
/_1(1 —2?)*f2dx < m/o s9T2(9,9)*ds  for a > —1. (3.7.4)

Now, a straightforward computation gives

(059) = (fOum + 10 f)* < 2((f02m) + (n02f)?)

for s < 3 i.e. 2 < 3, and so from (3.7.4) we can deduce

‘/@(1-—33)af2da:< (afiz)zL/J(1-—13)“+2((f8zn)24-(namf)g)dx

-1 -1

C, 2 1 .

C 1
<, T 1— 2\B r2 1— 2\a+2 ., 2 d
S o | (=2 P =a 0. da,
where on the last line we used 1—2% > 3 in (0, 3). As per (3.7.2), this implies the desired
result. O

3.7.2 Von Mises transformation

The von Mises change of variables of [244, Section 2| (see also [160, Section 5.4], [155])
transforms the free boundary problem (3.1.2) (in any dimension) into the degenerate-
parabolic equation (3.1.4) (with u = 0, in any dimension). It has the effect of fixing the
moving domain to the reference domain which is the open unit ball B;. For t > 0, the
transformation of the spatial coordinates reads

z

R (3.7.5)

V2u(t, 2) + |22

where z € {v(t,-) > 0}. Hence = € By, and the transformation reduces to the identity
map when v(t, z) is the Barenblatt p(z). The unknown in the new variables is defined as

w(t, z) =/ 20(t, 2) + |2/?,

so that in these new variables, the Barenblatt reduces to the constant 1. As the interest
is to linearize around the Barenblatt, perturbations of the form w(t,z) = 1 + y(¢, x) are
considered. In other words,

1+ y(t,x) == 2u(t, 2) + |2]% (3.7.6)
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The inverse change of variables reads

z = (y(t,z) + 1)z, v(t,z) — p(z) = y(t,z) + %y(t,ﬂv)2 (3.7.7)

for t > 0 and « € By. The transformation (6.7.24), (3.7.6) and (3.7.7) is rigorously
justified in [244, Section 3], and the transformation preserves the smallness of the data.

Remark 3.7.2. If one may apply the above transformation given a null-controlled tra-
jectory y of (3.1.4) (thus provided ||y||co.1 (o, x[-1,1)) < 1, see [244, Lemma 3.2]), then
y(T,-) = 0 would imply v(T,-) = p(-), along with equality of the interfaces, as originally
desired. The control in the free boundary problem would a priori be actuating inside a
moving subregion (due to the fact that the new spatial variable z depends on the state
y). However since the results are local, it may be possible to exhibit a time-independent
subregion in the new variables (see for instance [6, Lemma 2.10]). Finally, as one
may rewrite v(t,z) = p(x)(1 + y(t,x))? in (3.7.7), the transformation would moreover
guarantee the non-negativity of the controlled trajectory v.
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Chapter 4

The Stefan problem with surface
tension

Abstract. We study the controllability properties of the one-phase Stefan problem
with surface tension set in a strip-like geometry in two space dimensions, a problem
which may be seen as a singular perturbation of the classical Stefan problem via a
regularizing term on the free boundary. Using a control actuating along the fixed flat
bottom, under smallness conditions on the initial data, we prove the null-controllability
of both the temperature and the position of the free boundary in any positive time. Our
techniques rely on a careful analysis of the linear problem, which is obtained after fixing
the domain via a harmonic extension of the boundary datum, which increases regularity
with respect to the free boundary. The null-controllability of the linearized problem is
covered by means of a Fourier decomposition in the periodic horizontal variable, and
null-controllability results uniform with respect to the Fourier parameter of the one-
dimensional problems. The latter are obtained using spectral techniques for the non-zero
Fourier modes, whereas the zero mode system is seen as a controllability problem with
a finite-dimensional constraint. The nonlinear problem may be tackled by combining
an adaptation of the so-called source-term method, and a Banach fixed-point argument.
We comment on the feasibility of performing a vanishing surface tension limit in view of
addressing the control properties of the classical Stefan problem.

Keywords. Stefan problem, phase transitions, controllability, free boundary problem,
Gibbs-Thomson correction, surface tension.
AMS Subject Classification. 93B05, 35R35, 35Q35, 93C20.

This Chapter is a work in collaboration with D. Maity.
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4.1. Introduction and main result

4.1 Introduction and main result

4.1.1 Origins

The Stefan problem is the quintessential model of phase transitions in liquid-solid sys-
tems. The general physical setup of this model consists in considering a domain §2 which
is occupied by water, a part of whose boundary is some interface I' describing contact
with a deformable solid such as ice. Due to melting or freezing of the water, the regions
occupied by the water and ice will change over time and, consequently, the interface I"
will also change its position and shape. This leads to a free boundary problem.

In this paper, we shall solely focus on the one-phase Stefan problem, namely wherein
the temperature of the ice is not an unknown. The strong formulation of the one-phase
Stefan problem corresponds to a free boundary problem involving the linear heat equation
(0 — A)Y = 0 for the unknown temperature ¢ in the water phase €)(¢), and by the so-
called Stefan condition — which accounts for the exchange of latent heat due to meting of
solidifying —, at the unknown moving interface I'(¢) separating the water and the ice. In
the classical Stefan problem, to close the system, one also assumes that the temperature
9 coincides with the melting temperature 0 at the interface I'(¢), meaning

9=0 on T(¢). (4.1.1)

Molecular considerations on the mesoscopic level suggest however that the condition
(4.1.1) on the free boundary I'(t) should be replaced by the Gibbs-Thomson correction

Y=—-0ck on TI'(¢), (4.1.2)

where o is a positive constant, called surface tension, and where k(t) denotes the mean
curvature of I'(t). The main physical reason for introducing the Gibbs-Thomson cor-
rection (4.1.2) stems from the need to account for supercooling effects, in which a fluid
permits temperatures below its freezing point, or dendrite formation, in which simple
shapes evolve into complex fingering patterns. The effect of supercooling can be on the
order of hundreds of degrees for certain materials, see [56, Chapter 1] and [266].

The Stefan problem has become a classical topic in the mathematical literature over
the last few decades (see [206, 235], [266, pp. 117-120] for a comprehensive literature
review). The classical Stefan problem is by now well-known to admit unique long-time
weak solutions characterized by parabolic variational inequalities!, see for instance [108,
109, 154] and [169, pp. 496-503]. Continuity and regularity of such weak solutions is
established in a plethora of works, see e.g. [38, 39, 40, 110, 157, 158, 201]. It is to
be noted that classical solutions for the strong formulation of the Stefan problem with
condition (4.1.1) — which is closer to the setup we consider here—, were first established
in [136, 206]; see [148] for recent results in this direction.

Fewer analytical results concerning existence, regularity and qualitative properties of so-
lutions are known for the Stefan problem with Gibbs-Thomson correction (4.1.2). Under
the assumption of existence of smooth solutions for the classical Stefan problem, the
authors in [111] prove existence and uniqueness of a weak solution for the linearized
problem for ¢ < 1, and then investigate the effect of small surface tension on the shape
of I'(¢). Existence of long time weak solutions is established in [10, 194, 230]. A proof for

'In some literature on the parabolic obstacle problem min{d;y — Ay +1,y} = 0in (0,T) x Q (see e.g.
[105]), the case wherein &y > 0 is interpreted as providing a weak solution to the Stefan problem via
the so-called Duvaut transform. Herein, we rather take the perspective of the strong formulation, and
directly work with the free boundary parametrized as the graph of a time-dependent function, the latter
being viewed an unknown of the problem.
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existence — without uniqueness — of local time classical solutions is obtained in [226, 227].
The case of a strip-like geometry, where the free surface is given as the graph of a func-
tion — much like the setup we consider herein —, is considered in [94] where existence as
well as uniqueness of local time classical solutions is established. Moreover, solutions are
shown to instantaneously regularize to become analytic in space and time, using maximal
regularity theory. In [147], linearized stability and instability of equilibria are studied. In
[132], a strip-like geometry (over the torus) is considered, and asymptotic stability of flat
solutions is established via a high-order energy method, in addition to global-in-time ex-
istence and uniqueness. These ideas and results are extended in [131], where the question
of long-time nonlinear stability of steady-state solutions to the two-phase Stefan problem
with surface tension is addressed (see also [134, 133| for subsequent studies, including
the zero surface-tension limit in [130]). We refer to the works [225] and the book [224]
for further arguments involving linearization and maximal LP-regularity theory (see also
[223] for an extension to Navier-Stokes with a free surface and surface tension condition).

In spite of the breadth of analytical results on the existence, uniqueness and qualitative
behavior of solutions to the multidimensional Stefan problem (with or without Gibbs-
Thomson correction), very little is known on the controllability properties of this problem.
Through this work, we aim to cover this gap and provide new results in this direction.

4.1.2 Formulation

We shall concentrate on the strong formulation of the two-dimensional one-phase Stefan
problem, for reasons which will become clear in subsequent discussions. Let T := R/(27Z)
denote the one-dimensional torus, which we identify with [0, 27], and set

Q:=Tx(0,1).
The domain 2 will serve as the reference configuration in what follows. We also set
Fbot =T x {0}7 Ftop =T % {1}

As mentioned in what precedes, in the one-phase Stefan problem a heat-conducting liquid
fills a time-varying domain Q(¢) C R? for ¢t > 0. We will assume that the boundary 9(¢)
of the liquid consists of two components, namely a time-varying component (the free
boundary T'(t)) and a fixed component. More specifically, for any ¢ > 0, Q(¢) is assumed
to have a flat, rigid bottom, while the free boundary will be described by the equation
1+ 29 = h(t, z1). In other words,

Q) ={z=(21,22) e TxR: 0<za<1+h(t,z1)},

where h = h(t, z1) is the height function, and represents the displacement of the free
boundary away from the reference boundary I'yop, (see fig. 7.1).
The free boundary is consequently given by

T(t):={z=(z1,22) € TXR: 20=1+4+h(t,z1)}.

Given a time horizon T' > 0, the one-phase Stefan problem with surface tension (i.e. with
Gibbs-Thomson correction) takes the form

O — AY =0 n(O,T)XQ()

Oth = —/1+10:,h2VI., -n on (0,T)x

¥ = —ok(h) on (0,7T) x ( ) (4.1.3)
¥ =u on (0,7) X Tpot

(0, )}, = (0°,1°) in Q(0) x T
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22

2o =1+ h(t, Zl)

IS 4
i

0 2

Figure 4.1: The moving domain Q(t) representing the liquid, and the free boundary T'(¢),
delimiting the liquid-solid region, parametrized by the height function h(¢, z1).

where ¥(t, z) denotes the unknown temperature of the liquid, h(t, z1) describes the un-
known height function defining the free boundary, u(t, z1) denotes the control force, while

n = n(t, z,) given by
1 _
S [ aZlh} , (4.1.4)
VI+[0,h2 L1

denotes the unit normal to I'(¢) outward €(¢). The control u actuates along the whole
fixed bottom boundary I'hot. The constant o > 0 represents the surface tension coeffi-
cient, whereas x«(h) denotes the mean curvature of the free boundary I'(¢), and is defined
by
o2 h

(1 + |8zlh\2)3/2.

Finally, the initial domain ©(0) is given by

r(h) =

Q(O) = {Z = (21,2’2) ETXxR: 0<2< 1+h0(21)}

We note that when o = 0, (4.1.3) reduces to the classical Stefan problem, namely one
has (4.1.1) instead of the Gibbs-Thomson condition along the interface I'(t).

4.1.3 Main results

One may observe that (9*,h*) = (0,0) is an equilibrium configuration for (4.1.3). Hence,
the natural control problem we aim to address in this work is the following. Given a time
horizon T > 0, a surface tension coefficient o > 0, and initial data (9°, h°), which are
small enough in an appropriate topology, we look to find a control u = u(t, z1) actuating
along the fixed boundary I'y,o¢ such that

IT,)=0 inQ=Tx(0,1) and A(T,)=0 onT. (4.1.5)
This is reflected in what follows.

Conjecture 4.1.1. Let T > 0 be a given time, and let 0 > 0. There exists € > 0 such
that for every pair of initial data (9°,h°) satisfying

h® € H**(T), min (1+h(z1)) >0,  0° € H(Q(0)),

the compatibility condition

90 (21,14 h%(21)) = —or (h°(21)) for z; €T,
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and

||190HH1(Q(0)) + ||hOHH5/2(T) SE

there exists a controlu € L2(0,T; H**(T))NH**(0,T; L*(T)) such that the corresponding
solution (9, h) to (4.1.3) satisfies (4.1.5). Furthermore, the controlled trajectory satisfies
the regularity

9 12(0, T HA(Q()) n ([0, 7] H(Q())) 0 B (0,T5 L2(Q())),
and
he L? (O,T; H7/2(’H‘)> nH (O,T; HQ(T)> NH! (o,T; Hl(T))

nH (0, T LQ(T)) nee ([0, 1], H5/2(7r)).

We anticipate the above conjecture to hold — a result which would be the first of its kind
for free boundary problems where the free boundary is a space-dependent function. To
stimulate this conjecture, let us provide a brief sketch of the proof methodology.

Step 1). Fixing the domain. We begin by fixing the domain to render the analysis
and control of the corresponding linear system more convenient, as it will allow us to
work in a time-independent spatial setup. We emphasize that in the two-dimensional
geometrical setup we consider here, the free boundary depends on the spatial variable 21,
hence the regularity of the domain Q(¢) depends on the spatial regularity of the height
function h(t,z1). To avoid requiring high order spatial Sobolev regularity on h, we shall
fix the domain via a transformation which gains a %7order of regularity with respect to
h. This is done by defining

U(t,z) = (x1, 22 +(t,z))  y(t,x) =9, U(t,z)) for (¢,x) € (0,T) xQ,
given h(t,-) € H*(T) for some s > 0 and for all t > 0, where 9(t,-) € H*t"2(Q) solves

AY(t,-) =0 in Q
Y(t,21,0) =0 on T
Y(t,x1,1) = h(t,z1) on T.

This transformation is a diffeomorphism for sufficiently small h(t,-), and is also used in
[130]. It leads us to the system in the reference domain €:

Oy — Ay = Ni(y, h) in (0,7) x Q,

Oh = (Vy-ez)p, + (N3(y, h) ~e2)p,. on (0,7) x Tiop,

y =002 h+Na(y, h) on (0,T) x Tiop, (4.1.6)
y=u on (0,T) X I'pot,

(y,h) |t=0 = (yo,ho) in QxT,

where the nonlinear terms {N;}?_; are all quadratic.

Step 2). The linearized system. As commonly done in literature on the controllabil-
ity of nonlinear parabolic problems, we will first concentrate on proving the controllability
of the system linearized around the target (0,0), and then view the nonlinear terms in
(4.1.6) as a small perturbation which may be dealt with by means of a fixed-point ar-
gument. Moreover, to avoid working with boundary control systems, we extend the
physical reference domain € to the fictitious domain O := T x (—1,1) and consider a
distributed control, actuating inside an open and nonempty subset w = T X (a,b) with
(a,b) C (—1,0). In other words, the distributed control problem for the linearized Stefan
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problem with Gibbs-Thomson correction takes the form

Oy — Ay = ul,, in (0,7)x 0O

Och(t,x1) = Opyy(t,x1,1)  on (0,7) x T

y(t,z1,0) =0 on (0,7) x T (4.1.7)
y(t,z1,1) = U@ilh(t,xl) on (0,7) x T

(y,h),_o = (¥°,h°) in O xT.

We prove the following result, which to the best of our knowledge, is also new in the
literature on the control of parabolic systems.

Theorem 4.1. Let T > 0 and o > 0. For any (y°,h°) € L?>(O) x HY(T), there exists
uw € L2((0,T) x w) such that the corresponding unique solution y € C°([0,T); L?(0)) and
h € C°([0,T); HX(T)) of (4.1.7) satisfies

y(T,)=0 m O and MT,)=0 inT.
Moreover, there exists a positive constant €(T,0) = €(T,w,Q,0) > 0 such that

lull 20,7y xey < €T 0) H(yo’ho)Hm((D)le(T) :

We provide a brief proof of the well-posedness of the linear system (4.1.7) in this sim-
plified functional framework via analytic semigroup arguments in Proposition 4.3.1 &
Corollary 4.3.2 — note that the ambient state space is chosen as L?(0) x H*(T).

The proof of Theorem 4.1 is a cornerstone of our work. Due to the nontrivial form of the
adjoint problem (the governing linear operator is not self-adjoint), a direct proof via HUM
and an observability inequality does not appear straightforward. Instead, we exploit the
periodicity of the control and the unknowns with respect to the x; € T variable, write the
unknowns in Fourier series, prove that each Fourier coefficient is null-controllable with a
control cost uniform in the Fourier parameter, and then paste all the coefficients together
to deduce Theorem 4.1. Such ideas have already been used in the control literature, see
[24, 21] for instance. To be more precise, for any n € Z, the system satisfied by each
Fourier coefficient is

Olin — 02, Un + 02Ty = Unliayy in (0,7) x (—1,1)
R, (8) = O G (t,1) in (0,7)
Un(t,=1) =0 in (0,7) (4.1.8)
Un(t,1) = —on®hy(t) in (0,7)
~ T _ (~0 70 . .
(yn,hn>|tzo = (yn,hn> in (—1,1).

The null-controllability of (4.1.8) (Proposition 4.3.4) is then done in two parts, distin-
guishing in (4.1.8) the case n # 0, where the governing linear operator is self-adjoint
in an appropriate product space and the observability inequality follows from an ex-
plicit computation of the spectrum, and the case n = 0, in which g, is independent of
h,, and the controllability of h, is seen as a finite-dimensional constraint on the lin-
ear heat control, and may be covered using improved observability inequalities done by
compactness-uniqueness arguments as in [116].

Step 3). The nonlinear system. To tackle the nonlinear system, we will perform
a Banach fixed-point argument over the source-terms decoying the nonlinear terms in
(4.1.6). To obtain the required null-controllability result for the problem with given
source terms, we make use of an adaptation of the source-term method (see e.g. [191,
173, 115]) in fractional Sobolev spaces (see Theorem 4.3). We recall that for the source
term method, the decay of the source terms should be quick enough near the final time
compared to the control cost in small time, and the Banach fixed-point argument is then
performed inside small enough balls of these weighted energy spaces. To conclude the
proof of Conjecture 4.1.1, it remains to be shown that the quadratic nonlinear terms are
indeed elements of these weighted energy spaces provided by the source-term method.

95



Chapter 4. The Stefan problem with surface tension

4.1.4 Related work

The null-controllability result we prove in this work is among the first of its kind for multi-
dimensional free-boundary problems where the free boundary depends on the spatial
variable. In this sense, our problem differs from existing works on the controllability of
fluid-structure interaction models (e.g. [143, 31, 229, 30, 180]), and the controllability
of one-dimensional free boundary problems ([191, 102, 116, 115]), as therein, the free
boundary is parametrized by the graph of a time-only dependent function. In particular,
the spatial regularity of the height function h plays a crucial role in the analysis (or even
existence) results. One needs to possibly consider very regular initial data (99, k") in
order to guarantee the smoothness of the domain.

A partial controllability result for the two-dimensional classical Stefan problem is
shown in [77] (following the partial controllability result in the one-dimensional setting
in [103]). Only the temperature ¥ is controlled to 0 without any consideration of the
height function h(t,z1) defining the free boundary I'(¢). In fact, the geometrical setting
is also different, as the free boundary I'(¢) manifests as the entire boundary of the fluid
domain Q(¢). Moreover, the Stefan law governing the velocity of the height function is
regularized by adding a Laplacian term, which simplifies the analysis.

Albeit for a system of different nature to ours, we also refer to the work [5] (see also
[3, 4, 251] for related observability and stabilization results, and [2] for stabilization of
water waves with surface tension) for an exact-controllability result of the velocity and
the free surface elevation of the water-waves equations in two dimensions, by means of a
single control actuating along an open subset of the free surface. In the aforementioned
works, the two-dimensional geometrical strip-like setting of the free boundary problem
is the same as ours. Since the fluid is assumed to be irrotational, the authors may work
with the trace on the free surface and use the Dirichlet to Neumann map to redefine
the problem on a fixed domain. This procedure is closely related to the equations under
consideration, and is not applicable in our setting. After linearization, a dispersive
equation is obtained, which is shown to be controllable in arbitrarily short time by
means of Ingham-like techniques. Due to the lack of regularizing effect, the nonlinear
problem is then tackled by using a Nash-Moser iteration. These results are extended to
the three dimensional context in [278].

4.1.5 Outline

The remainder of this work is organized as follows.

e In Section 4.2, we define in more detail the transformation used to fix the domain,
and the nonlinear terms which it entails.

e in Section 4.3, we take a look at the linearized version of the transformed problem,
and we prove that it is well-posed in an appropriate Hilbertian setting, and that it
is null-controllable by means of the methodology presented just above.

e In Section 4.4, we add the source-terms needed for the fixed-point argument by
virtue of an adaptation of the source-term method for fractional Sobolev spaces.

Notation. We denote by N the set of non-negative integers, and Z* = Z \ {0}. Given
T > 0, we use the notations

0,7)xQt):= |J {thxt), (O0,T)xT@):= |J {t} xT®).

0<t<T 0<t<T

Whenever the dependence on parameters of a constant is not specified, we will write
f <s g whenever a constant C' > 0, depending only on the set of parameters S, exists
such that f < Cg.
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4.2 Fixing the domain

In this section, we present the transformation allowing us to pass from system (4.1.3) set
in the moving domain Q(¢), to a nonlinear problem in the time-independent reference
domain 2. Before proceeding, we indicate the following elementary observation.

Remark 4.2.1. Note that one simple change of variables which fizes the domain is the
following. Assume h(t,-) € H*(T) for some s > 0 and for all t > 0. We define the map
U(t,-): Q@ — Q) fort >0 by

U(t,x) := (:cl,(1+h(t,x1)) x2>, = (z1,22) € Q.

Note however that if h(t, ) € H*(T), then ¥(t,-) € H*(Q2) — namely, the transformation
U(t,-) preserves the spatial regularity of h, which means that a higher regularity than
necessary on h may be required.

In view of the above observation, we proceed by defining a slightly different transfor-
mation to fix the domain which entails higher spatial regularity than that of the height
function h(t,-). Given h € C°([0,T]; H*(T)) for s > 0, for any ¢ > 0, and recalling the
definitions T'yop := T X {1} and e := T X% {0}, we consider the solution (¢, ) to

AY(t,) =0 in Q
Y(t,21,0) =0 on T
Y(t,x1,1) = h(t,z;) on T,

and we define? the gauge V(t,-) : Q@ — Q(t) by
U(t,z) := (21,32 + V(t, 3)).

In this case, if h(t,-) € H*(T) then W(t,-) € H**'2(Q), which represents a gain in
regularity of the transformation with respect to the input height function. Note that ¥
is similar to the transformation defined in [130, Eq. (1.6)]. From elliptic estimates, it
can be seen that

[t ) = Id|| gorrrzi) S WA ) e (m)

for all t+ > 0, so whenever h(t,-) is sufficiently small, ¥(¢,-) is a diffeomorphism from Q
onto (t) by the inverse function theorem. In this case, we denote by X (t,-) = [¥(t,-)] !
the inverse of ¥(¢,-) for all ¢t > 0, and consider the following change of unknown

y(t,z) = 9(t, U (¢, z)) for (t,x) € (0,T) x Q.
In other words,
I(t, 2) = y(t, X (1, 2)) for (¢,2) € (0,T) x Q(t).
We also introduce the standard notation
1
= f \IJ = —_—— T
%\p Co (V ), and Ql\p det(V\I!) %\p%qz,

where dy = det(VV) denotes the Jacobian determinant of VW, and Cof(M) denotes
the cofactor matrix of M, satisfying M (Cof(M))T = (Cof(M))"M = det(M)Id. The
system (4.1.3) can then be equivalently rewritten as

Oy — Ay = Ni(y, h) in (0,7) x Q,

Oh = (Vy-ez)p, + (N3(y, h) ~e2)p,. on (0,7) x Tiop,

y =002 h+Na(y, h) on (0,7) x Tiop, (4.2.1)
y=u on (0,T) x I'pot,

(y: 1) le=0 = (¥°, h°) in QxT,

2Defining a diffeomorphism via a harmonic extension of the boundary diffeomorphism is in the spirit
of the Arbitrary Eulerian-Lagrangian (ALE) coordinates.
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where y°(-) := 9°(¥(0, -)), with the quadratic nonlinear terms having the form
Ni(y, h) = =(det(V¥) — 1)0py + div(N3),
Noy.h) = o (s(h) — 2,h)
Ns(y,h) = (Ae —1d) Vy.

4.3 Control of the linear system

We will now investigate the null-controllability of (4.1.3) linearized around the equilib-
rium (0, 0), which taking (4.2.1) into account, reads:

Oy — Ay =0 in (0,7) x Q

Oh(t,x1) = Op,y(t,x1,1)  on (0,7) x T

y(t, z1,0) = u(t,z1) on (0,7) x T (4.3.1)
y(t,x1,1) =002 h(t,z1) on (0,T) x T

(Y, B)jo = (4°,1°) in Q(0) x T.

We recall that o > 0 is fixed and 2 = T x (0,1). The unknown state (y, h) is periodic
with respect to the horizontal (i.e. x1) variable. Our goal in what follows is to prove
the null-controllability of (4.3.1) — namely, to find a control v = u(¢,x;) such that the
corresponding solution (y, h) of (4.3.1) satisfies

y(T,-)=0 inQ and A(T,)=0 onT. (4.3.2)

Following common practice in the control of parabolic equations and systems, we will
first extend the physical reference domain 2 to the fictitious domain O = T x (—1,1),
and consider a distributed control for the linear heat equation set in O, with the control

u actuating inside the open subset?® w := T x (—%, —i). We thus consider the distributed
control problem
Oy — Ay = ul,, in (0,7)x 0O
Och(t,x1) = Opyy(t,x1,1)  on (0,7) x T
y(t,21,0) =0 on (0,7)x T (4.3.3)
y(t,x1,1) =02 h(t,x1) on (0,T) x T
(y,h),_o = (¥°,h°) in O xT,

where (y°, h?) are appropriate extensions of the initial data in (4.3.1). Using a standard
restriction argument, it can then be shown that the controllability of (4.3.3) implies the
controllability of (4.3.1).

It should be noted however that the well-posedness of the linear systems (4.3.1) and
(4.3.3), and in particular, the functional framework, is not immediately obvious. In
view of this, we begin with a presentation a more in-depth analysis of this issue before
proceeding with the control methodology.

4.3.1 The linear semigroup
We look to rewrite (4.3.3) in a canonical abstract control system evolving on state space
H = L*(O0) x H(T).

We begin with some needed definitions. For a Hilbert space X and for s > 0, we define
the fractional Sobolev space
2
<00 g,
x

3This specific choice of w is done in view of simplifying subsequent spectral computations, but of
course, the result would hold for any open, non-empty subset w C O.

H*(T,X) := {f T — X | fz1,22) = an(@)@n(fl)» Z In|** J?n
neZ neZ
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where {¢,, }nez generate the orthonormal basis of X and fn = (f, ¢n)x denote the Fourier
coefficients of f. The Sobolev space H*(T; X) is endowed with the norm

2\ /2
N .

To write (4.3.3) as an abstract control system evolving in H, we begin by introducing
the unbounded operator A : D(A) — H, which governs the dynamics of (4.3.3), defined
by its domain

Fo

1 Wl e,y == (Z (1+ [nf*)
nez

This definition will be of use in the subsequent analysis.

D(A) = {(y,h) € H2(0) x H'A(T) |y — 002, h =0 on Tyop, y = 0 on Ther,
Oryy(- 1) € H\(T)},

and

yl _ Ay
Al =l )

We also introduce the control operator B € £(L?(0);H) defined by

Bu = [1‘6u} )

By using the above definitions, we can clearly rewrite the system (4.3.3) as a first order
system in the Hilbert state space H:

4 [;/J iy m By i (0.7

H

We now prove the following result, which using standard results from parabolic equations
(see e.g. [26, Part II, Chap. 1, Sect. 3]), will entail the well-posedness of the linear system
(4.3.4) (and thus (4.3.3), and also (4.3.1)).

(4.3.4)

Proposition 4.3.1. The operator A : D(A) — H is the infinitesimal generator of an
analytic semigroup {etA}t>0 on H.

Proof of Proposition 4.3.1. 1t can readily be seen that the operator A : D(A) — H is
closed and densely defined. On another hand, it is well-known that .4 would generate an
analytic semigroup on H if A is sectorial (see e.g. [26, Part II, Chap. 1, Sect. 3]), in the
sense that there exists 5y € (g, 71') and 7 > 0 such that the sector

Y0 = {A € C\{0} | farg(A)] < Bo, |A| = i}

is a subset of the resolvent set p(A) of A, and if there exists a constant C' > 0 such that
the estimate o

-1
) HL(L2(O)><H1('JT)) S W

(A=A

holds for all A € Xg, 3,.

We thus proceed in showing that A is sectorial. Let (f, g) € H. We consider the resolvent

problem
Ay—Ay=f in O,

y= oﬁilh on I'igp,
y= O on Fb0t7
Ah=05y+g in Tiep.
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We also decompose all functions appearing in the resolvent equation above in Fourier
series with respect to the periodic7 x1—variable:

y(r1,72) = \ﬁ Zyn (z2)em® for (z1,z2) € O,

n€”Z

h(.]?l h ina for z; € T,
rz

nez
f(xy,22) = Z fa(zo)e™™ for (z1,22) € O,
nEZ
g9(r1) = —= Zgn i for z, €T,
2 nez

where we recall that the Fourier coefficients of any 1 (x1, x2) are Jn(x) = (Y(x,-),e™ )L2(T)>
with the complex exponentials denoting the orthonormal basis of L?(T). Then, for each

n € Z, the pair @n,ﬁn) of Fourier coefficients solves
~ 2~ 2~ " .
)\yn - amZyn + Y, = fn m (_17 1)7
Un(1) = —on®h,
@\n(_l) =0
A = 0, Yn (1) + Gn-

(4.3.5)

Now let By € (%,7) and 81 > 0 be fixed. Then for each n € Z \ {0}, we have Xg, 3, C
p(An), (indeed, see Lemma 4.3.5) where A, is the linear operator associated to the
resolvent problem (4.3.5), with p(A,) denoting the resolvent set of A,,. To be more
specific, A, : D(A,) — L?(—1,1) x C is defined by its domain

D(An) = {(¢,r) € H*(=1,1) x C | ¢(=1) =0, (1) = —on’r},

Aol =[]

Now take A = Bie'0 € Ny, 5,. Multiplying the first equation in (4.3.5) by e~ "%/ and
taking inner product with 7,,, we obtain

and

1 1 1
Bre’™P / Gl date™/2 / 100y G| dwa—e "0, 5 (1) (1) = e~ 0/2 / ol das.
1 -1 -1

Using the boundary conditions, the above identity can be rewritten as
4 1 . 1 4 2
61€Zﬂ0/2/ |:/U\n|2 dzo + 6_“30/2/ |6m2§n|2 dxs + ﬂ1€zﬁ0/20n2 ‘hn‘
—1 —1
= e_lﬁo/"’/ Fntin dzo 4+ €002y Gn.
-1
By taking real part on both sides in the above identity, we find
B b 12 B b
B1 cos (20 |yn|2 dzs +n? |hy| | + cos ?0 |312yn|2 dxs
-1

S [CRE I (AT
) e[

Taking into account the fact that cos (5 0) > 0, we deduce

2
|5

L2(~1,1)xC

L2(~1 1)><(C H(fn,ngn)
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4.3. Control of the linear system

for all n € Z\ {0} and for all A\ € Xg, 5,, and for some constant C' > 0 which is
independent of n and A. On another hand, A, also generates an analytic semigroup on
L?(—1,1) x C*. In particular, there exists 8y € (%, 7) and 1 > 0 such that

o o)

for all A € X3, 3,. Combing both of the above estimates and summing up over all n € Z,
we deduce that there exists some 3y € (g, 71') and (7 > 0 such that,

chHO?O"%)’

L2(—1,1)x L2(—=1,1)xC

|)‘| H(yvh)”L?(O)le('H‘) < C ||(f7 g)||L2(O)><H1('JI‘) ’ for all A € 250,51'
This completes the proof. O

In view of the above result, and standard results from parabolic equations (see e.g. |26,
Thm. 2.12, Sect. 2|), we deduce the well-posedness of the linear system (4.3.4) (and thus
(4.3.3), and also (4.3.1)).

Corollary 4.3.2. LetT > 0. For every (y°, h°) € L*(O)x HY(T) and f € L*(0,T; L*(0)),
there exists a unique mild solution (y, h), withy € C°([0,T]; L*(0)) and h € C°([0,T); H(T)),

% m :Am +f i (0,7)

y]  _[°
h ho|-
le=o
Moreover, there exists a constant C' = C(T,0) > 0 such that

yllcoo,ry:22(0y) + 1Rl oo,y a7 (1))

<C (||(y0’h0)“L2(O)><H1(T) + ||f|\L2(o,T;L2<O))) ~

4.3.2 Null-controllability of the linearized system

Having shown that (4.3.3) is well-posed in an appropriate Hilbertian setting, we now aim
to prove Theorem 4.1, namely the following controllability result for (4.3.3) which may
be written in the form (4.3.4).

Theorem 4.2. Let T > 0 and o > 0. For any (y°,h°) € L?>(O) x HY(T), there exists
u € L2((0,T) x w) such that the corresponding unique solution y € C°([0,T); L?(0)) and
h € C°([0,T); HY(T)) of (4.3.3) satisfies

y(T,)=0 O and hT,)=0 nT.
Moreover, there exists a positive constant €(T,c) = €(T,w,,0) > 0 such that
0 10
[ull 20,1y xw) < €T, 0) H(y ol )HL2(O)><H1(T)’

with €(T,0) = Mle# for some constants My = M;(w,Q2,0) > 0 and My > 0 whenever
T < 1.

Remark 4.3.3. Before proceeding with the proof, let us provide some relevant comments.

o Of course, the first idea for proving Theorem 4.2 one could have is to write the
adjoint system and prove an observability inequality for all solutions of this system,
which in turn would imply the coercivity and continuity of the HUM functional.
Note that however, the explicit form of the adjoint of the linear system is not

2
4We see Ag as a compact perturbation of the operator A# [Z] = [8”02 y} , which has the same domain

and generates an analytic semigroup.
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Chapter 4. The Stefan problem with surface tension

obvious, and one in particular should look for the adjoint in the state space H =
L?(0) x HY(T), which makes the computations less straightforward.

In fact, the issue in the latter is very specific to the topology regarding the second
component. Indeed, if we rather consider the state space as H = L*(O)x H},.(T),

mean

where HL .. (T) is the space of H' functions with zero mean, endowed with the

inner product

<|:§;:| P [Z;:| >H = <f17gl>L2(o) + 0'<ax1f2781192>L2(T),

then one can readily see that A is symmetric and thus self-adjoint. But when one
considers the canonical inner product on the state space H = L?(O) x HY(T), it
does not appear obvious what one may do with the remainder term

/E 8332 f1 (Il, 1)92(.%‘1) dl‘l.

On the other hand, the caveat of working spaces of with mean zero functions appears
in the study of the nonlinear problem, as our strategy will be oriented towards using
a Banach fized-point argument (rather than, say, Schauder, which is commonly used
in works on the controllability of compressible Navier Stokes where mean zero spaces
are ubiqutous). This motivates the usage of the Fourier decomposition arguments
we use herein.

o When o =0, the linear system (4.3.1) is of cascade type as in the one-dimensional
case addressed in [102, 116/, and the equation for y can be solved without knowing
h. In particular,

t
h(t,z1) = ho(z1) —|—/ Op,y(T,21,1)dr for zy € T.
0

The above expression implies that the null-controllability requirement for the second
component, i.e. h(T,-) =0 in T, can equivalently be rewritten as

T
/ O, y(7,21,1) dT = ho(21) for x; € T. (4.3.6)
0

It may thus be seen that solving the control problem (4.3.2) for (4.3.1) is equivalent
to the null-controllability of the linear heat equation with the trace constraint (4.3.6).
Such questions have been investigated for more general linear control problems when
the constraint is finite-dimensional, see [91]. However, as in this geometrical setting
the constraint is not finite-dimensional, it is not straightforward to say that the null-
controllability of the second component, i.e. (4.3.6), follows immediately by arguing
as in the one-dimensional case.

Moreover, the case o = 0 in particular removes the regularizing effect that 02 N
has on the problem, and thus one cannot expect to readily solve the full system in
the state space L*(O) x H(T) - rather, the height function h should be sought in
a fractional Sobolev space such as H*(T) for s € [O, %), where the linear operator
generates an analytic semigroup.

To prove theorem 4.2, we will make use of the periodicity with respect to the x; variable
of the functions appearing in (4.3.3). Such ideas have been exploited in different control
contexts, see [21] for instance. We write the Fourier series expansions

1 ~ inx .
y(t, x1,x2) = Nors Zyn(t,xg)e ! in (0,7) x O
nez
1 ~ .
h(t, 1) = Vo Z hn ()™ in (0,T) x T
nez
1 .
u(t, 1, 22) = or- D g (t,z)e™ in (0,T) x w
nez
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4.3. Control of the linear system

where {(277)’1/26"1'}%Z denotes the orthonormal basis of L?(T), and recall that the

Fourier coefficients appearing above series are given by zzn(x) = (2m) 2 (y(x, ), €™ ) L2t
for all n € Z. It is readily seen that for any n € Z, the Fourier coefficients defined just
above satisfy the following system of equations

O — 02, + 1Yo = Un1(_g 4y i (0,7) % (~1,1)
Bl (t) = Duyn(t,1) in (0,7)
Yn(t,—1) =0 in (0,7) (437)
Un(t,1) = —on’hn () in (0,7)
~ 7 _ (0 70 .
(yn’hn)lt:o - (ynvhn) m ( 17 ]-)7

where (332,712) denote the Fourier coefficients of the initial datum (y°, k).

Our objective in what follows is to prove the following controllability result for the Fourier
coefficients with a control cost which is uniform in n € Z. This will allow us to simply
sum up all of the coefficients and deduce Theorem 4.2. This is reflected by the proposition
just below.

Proposition 4.3.4. Let T' > 0 and o > 0 be fized, and suppose that Assumption 4.3.8
holds true. For any n € Z and for any pair (ﬂg,ﬁg) € L*(—1,1) x R, there exists a

control U,, € L? ((O,T) X (—%, f%)) such that the corresponding pair of solutions 7, €

CO([0,T); L2(—1,1)) and h,, € C°([0,T)) to (4.3.7) satisfy
Un(T,)=0 in(=1,1) and h,(T)=0.

Moreover, there exist a constant €(T,0) > 0 such that

)

holds for all n € Z, with €(T,0) = Mle$ for some constants My = My(w,Q,0) > 0
and My > 0 whenever T < 1.

= ~0 70
||'LLTL||L2((07T)X(_%7_%)) < Q:(T, O') (HynHLQ(_Ll) + ’nhn

To prove Proposition 4.3.4 on the other hand, when n # 0 we a customary duality
argument induced by the Hilbert Uniqueness Method (HUM), which renders the control-
lability problem of Proposition 4.3.4 equivalent to a proof of an observability inequality
for the adjoint system. The observability of the adjoint system will be shown by means
of spectral arguments which come with a slight degree of difficulty. For the zeroth mode
n = 0, we shall note that the eigenfunctions of the governing linear operator are not
orthogonal (it is not self-adjoint), but in particular, the system is of cascade type and
falls into the setting of [116].

Let us begin by defining the problem setup. We consider the Hilbert state space
Hom = L*(—1,1) x R,
which we endow with the inner product

()40 = (f1,91) 12(-1.1) + 0N f2g2,

for any n € Z* and the canonical inner product when n = 0. We then define, for any
n € Z, the operator A, : D(A,) = Hon by

w-F) [ere

103



Chapter 4. The Stefan problem with surface tension

with domain
D(A,) = { m € H*(-1,1) xR ‘ y(—=1) =0, y(1) = an2h} )
Let us also introduce the control operator B € £ (L2 (f%, *i) ,X) defined by

B — “1(—iv—i)1
0

for u € L? (—%,—i). We now note that, in fact, when n € Z*, the operator A, is
self-adjoint due to the specific inner product we endowed to H, , — this is illustrated in
more detail in Lemma 4.3.5 just below. Since A,, : D(A,) — Hen clearly has compact
resolvents, by the Hilbert-Schmidt theorem, it may be diagonalized in the sense that
there exists an orthonormal basis of H,,, consisting of eigenfunctions of A,,, associated
to a decreasing sequence of eigenvalues. On another hand, when n = 0, we note that the
adjoint A§ : D(Af) — X of Ay can be found to read

af] (3] [ e

r

with domain

for {C} e X.

r

To prove Proposition 4.3.4 it suffices to have explicit knowledge of the spectrum of A%
for n € Z, and in particular to track the its dependence on the parameter n € Z. We
begin with the following elementary lemma.

Lemma 4.3.5. Letn € Z be fized.

1. If n # 0, the operator A, : D(A,) — Hen is self-adjoint, has compact resolvents,
and its spectrum sp(A,) consists of only negative eigenvalues.

2. If n = 0, the spectrum sp(Aj) of Af : D(AY) — L*(—1,1) x R consists of only
nonpositive eigenvalues.

Proof of Lemma 4.5.5. Let us first note that clearly A% : D(AY) — H,, has compact
resolvents for n € Z — thus, it’s spectrum sp(A}) is a discrete subset of C. We separate
the remainder of the proof in two parts distinguishing the value of n.

Part 1: n # 0. In this case, as mentioned just above, the operator A, is self-adjoint.
We nonetheless, for the sake of completeness, provide more detailed computations on the
nature of the spectrum. Let us first show that, in fact, the spectrum sp(.A4,,) is a subset
of R. Thus, let A € sp(A4,,) be arbitrary. So A € C is such that there exists a vector
(¢,r) € D(A,) \ {0} such that

AN —02(+n*=0 in (-1,1)
((-1)=0

¢(1) = —on’r

A1 — 0,,¢(1) = 0.

104



4.3. Control of the linear system

We now multiply the first equation by ¢ and integrate, to obtain

1 1 1
A[1§2dx2+[1|am2<|2dx2 78z2C(1)§(1)+n2/71C2dx2 =0.

Using the boundary conditions, this identity entails

1 1 1
/\/ ¢ dxy + / |02, C|? dag 4+ Aon?r? + n2/ ¢?day = 0. (4.3.8)
-1 —1 -1

Taking the imaginary part in the above identity, we deduce

1
I(N) (/_1 ¢ dxy + an2r2> =0.

Hence A € R, and thus sp(A,,) C R. Let us now conclude by showing that sp(A,) C
(—00,0). Suppose that A > 0. From (4.3.8) we deduce

1
A (/ ¢?das +Un27"2> < 0.
-1

This is clearly a contradiction, and hence A\ € (—o0,0).

Part 2: n =0. Let A € sp(Aj) be arbitrary — namely, A € C is such that there exists a
vector (¢,7) € D(Ag) \ {0} such that

X —02,¢=0 in (=1,1)

(-1)=0
¢(1) = —r
Ar = 0.

We thus have two cases to distinguish: either A = 0 and the conclusion follows; or A # 0,
in which case » = 0, and thus A is an element of the spectrum of the Dirichlet Laplacian
with ¢ # 0, and hence, A € (—o0,0). This concludes the proof. O

We however need to explicitly characterize the spectrum of A}. This is the goal of the
following result.

Lemma 4.3.6. Let 0 > 0 and n € Z* be fixed. The sequence {)\n,k};:(’%, A <0, of
eigenvalues of Ay, : D(Ay,) — Hen is regular uniformly in n € Z* in the sense that

Ig% [An k1 — Ank| > s, (4.3.9)

for some s > 0 independent of n and o. Moreover,

~dr=rk2+n?+ O (k) (4.3.10)

k—+oo

for some r > 0 independent of n and o. Furthermore, there exists a constant c(o) > 0
such that for any n € Z* and k > 0, the normalized eigenfunctions @, of A, satisfy

||B*¢)n,k||L2( ) Z C(U)- (4311)

3 _1
47 a

Proof of Lemma 4.5.6. We recall that A,, : D(A,) = H,,p is self-adjoint, has compact
resolvents, and its spectrum consists of a decreasing sequence of negative eigenvalues,
namely a sequence {/\n,k}:ga with —oo < ... < App < ... < Ao < 0. We shall
distinguish two different scenarios.
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Chapter 4. The Stefan problem with surface tension

1). Should A\ < —n?. Suppose that A\ € (—00,0) is an eigenvalue of A, satisfying
A < —n?, so that there exists a vector ((,r) € D(A,) \ {0} such that

—07,( = (-A=n*)(=0 in (-1,1)

-1)=0
1) , (4.3.12)
¢(1) = —on’r
0z,C(1) = Ar.
In other words, ¢ would solve the mixed Dirichlet-Robin problem
—02.(—(-A=n?)(=0 in (-1,1)
(=1 =0 (4.3.13)

2

¢(1) = T 0,.¢(1) = 0.

Since —\ — n? > 0, one may readily see that the solutions to (4.3.13) are of the
form

C(x9) = esin(v(1 + z2)),
with ¢ > 0, where v := v/—\ — n?2 is the positive root of the transcendental equation

(7”; + 1) tan(2v) = ov. (4.3.14)

Studying the positive roots of this equation suggest studying the fixed points of

flv) = (;’L—z + 1) tan(2v), defined and non-decreasing on the union of consecutive

U (Fstobr e
4 2 "4 2 )

k=1

intervals of the form

Figure 4.2: The function f(u) = (rVTz + 1) tan(24) in blue and v — oz in red, with

n =25 and o0 = 0.5. We see how the fixed points of f are localized over each subinterval.

Moreover, for k > 1,

k
lim fw)=—o0c0, f <7r) =0, lim fv) = 4o0.
pNF+ s 2 vE
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4.3. Control of the linear system
Thus, (4.3.14) has a sequence of positive roots {v;}7>5 of the form
krm w
=— 4+ - — 4.3.1
Vg 5 + 1 Wik (4.3.15)
for k > 1, where wy € (0, %) may a priori depend on ¢ and n. Consequently, the
eigenvalues A, ; in this case are of the form
km w 2
— k= >+ —wp) +n? (4.3.16)
’ 2 4
for k > 1.
2). Should A € [-n2,0). First of all, note that since o € (0,1), —n? cannot be an

eigenvalue of A,,°. Hence we suppose that A € (—n?,0) is an eigenvalue of A, so
that there exists a vector (¢,r) € D(A,) \ {0} such that

—92.C—(-A=n")(=0 in (-1,1)

(-1)=0
(1) = —on’r
0:,C(1) = Ar.

Then ¢ would again solve a mixed Dirichlet-Robin problem

—02C—(-A=n?)(=0 in (-1,1)

(=1 = 02 (4.3.17)
¢(1) = 5 0,,C(1) = 0.

Since —\ — n? < 0, one may readily see that the solutions to (4.3.17) are of the
form

C(xg) = ce¥® — ce™ e Vo2,

with ¢ > 0, where v := v/n? + ) is the positive root of the transcendental equation

O'Tl2

v —3v v —3v
e’ —e — —— (ve” + e =0
s ( )

in (0, |n|). We may rewrite the above equation as

(n2 -2 - O'TL2I/) — (n2 —2 4 an2u) e~ = 0.

We claim that the function f(v) = (n? —v? — on?v) — (n? —v2 + on’v) e=* has

a unique rootS in (0, |n|). Indeed, first note that by some elementary computations,

f(v) <0 for Ve [; <|n\\/ n?o2 +4— n20> ) |n> .

On another hand, we note that f;(v) := (n2 —v? - O'TLQV) satisfies

() =—=Q2uv+on?) <0 for v e (0,|n|),

5Indeed, if this were the case, then ¢ in (4.3.12) would be harmonic and thus an affine function, and
its coefficients would equal zero unless o = |[—1,1]| = 2.

60ne may in fact try to compute this root by using special functions such as the Lambert W function;
we omit this from our work as it is not necessary to our analysis and to avoid additional technical details.
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whereas fo(v) := — (n? —v? + on’v) e~ satisfies
fh(v) = (4n? — 40 + 2v + don*v — on?)e™

1
= — (y— 1 (2n2cr— \/4n402+16n2—|—1—|—1)>

1
X <y ~1 (2n20 + \/471402 +16n2 +1+ 1)) e .

One then sees that f}(v) < 0 for v € (0,1 (|n|[v/n202 + 4 — n%0)), thus f can only
have one root vy € (0,|n|), which in fact lies in the previous interval. Hence, the
first eigenvalue A, o of A, will have the form

Ao = Vg —n?. (4.3.18)

Note that since

1 4n? 1
v <f(n\/n202+4—n20): < -,
0= 9 Inl 2 (In|vn202 +4+n2%s) o

we see that vy € (O, %) for all n € Z*.

We thus collect the sequence of eigenvalues {\, x}{>5, with A, € (—n?%,0) defined in
(4.3.18) and A, with k > 1 defined in (4.3.16). One thus readily sees that (4.3.10) holds.

On another hand, since wy, € (0, %), we see that for k > 1,

((k+1)m o7 2 krow 2
Ak+1 + Ak ( 5 + 1 Wet 5 + 1w

o
= (k‘ﬂ' + T — W1 — wk) (5 — Wg+1 T wk)

3T T 372
(5)@)-%
2 4 8
Furthermore,

T w 2 2
_/\n,l + /\n,O = (5 + 1 UJk) + I/g > i

Hence, (4.3.9) holds as well.

Let us finally prove (4.3.11) in the case n # 0. We recall that the normalized eigenfunc-
tions ®,, ;, have the form
Ck }
D, = ’
* [—Ck(l)

and are associated to an eigenvalue A, given by (4.3.16) when k£ > 0 and (4.3.18) when
k = 0, while (j is given by

Cols) = cx sin (\/f/\k. 2 (1+x2)), s € (—1,1)

for £k > 1, and

C0($2) = co (e\/n2+)\o T2 e*\/n2+)\o(2+m2)) To € (_1, 1).
Let us first suppose k > 1. Reusing the notation v := v/—Ar — n? > 0, we note that in

order to ensure that the eigenfunctions ®,, ; are of norm 1, ¢; > 0 needs to satisfy

in(4
c (1 - sm(w)) + ¢ sin?(2uy) = 1
4Vk
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for all £ > 1. On the other hand, again using B*®,, ;, = Ck|(_% _1), We have

c sin (% sin (2%
|iz(,%’7%) =< <1+ Z(sz) - 2(Vk2 AN (4.3.19)

18" Py,

In view of (4.3.15), we deduce that there exists 6; > 0 independent of n € Z* such that
i () sin (35)

1
+ 2I/k QI/k

> 01 forall £k > 1. (4.3.20)

Therefore, we see from (4.3.19) and (4.3.20) that, in order to obtain (4.3.11), it suffices
to have an appropriate lower bound on ¢, for all £ > 1. To this end, we note that

= (<1 - Sm(@’“)) + sin2(2yk)> 71.

4Vk
By virtue of (4.3.15), we see that

sin(4vy,)

— 0 and sin?(2v) — 0,
4Vk k—o0 k— 00
hence
cz >c°

for some ¢® > 0 independent of n and . This concludes the proof of (4.3.11) when &k > 1.
On another hand, when k = 0, we see that to ensure orthonormality, ¢y > 0 needs to
satisfy

5 sinh(2vy) — 41 —2up 2 (v —310)2
N e — =1
o SRELZ O oy (e ) <,
thus 1
inh(2vp) — 4 -
2= (Snl(VO)VOe—Quo + (e — 6—3V0)2> . (4.3.21)
20)

We also have

sinh 3vo) _ o h(x) —
18012,y ) = b ) o () — o)

e 2, (4.3.22)

Vo

In view of (4.3.21), and since % < C1,6 for z € (0,1), we see that
2 4 2 -1
cg = ((CL(, —4)e”7 +2e7 4+ 1)

for all n € Z*. One may similarly, using the continuity and the positivity of the function
sinh(32)—sinh(%)—=x

T — on (O, %), we conclude that there exists C5 , > 0 with Cy , — 0
as o \ 0 such that
* 2
||B (I)n,OHLz(_%_%) 2 CZ,m
holds for all n € Z*. This concludes the proof. O

Remark 4.3.7. Before proceeding with the concluding proofs of the linear problems, let
us comment on the above proof.

o Note that the lower bound Cy , > 0 of the quantity ||B*‘I)n,0||2L2< 3 1) appearing in
T2 1

the proof collapses as 0 (0, i.e. Co, — 0 as o \, 0. Whilst this does not prove
the lack of null-controllability of the linearized classical Stefan problem, namely the
linear problem when o = 0, it could stipulate a possible obstruction in obtaining
this zero surface tension limit for the control problem.
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o When n = 0, we see that A§ will render its components decoupled. In terms
of the spectrum, let A < 0 be an eigenvalue of Af, so that there exists a vector

(¢,r) € D(AY) \ {0} such that
2= in(-1,1)

EEI)I):_S (4.3.23)
Ar = 0.

It is readily seen that (4.3.23) yields the normalized eigenfunctions ®g ) = {fk} ,
E

where

corg  for k=0

0 for k>0

coCo(z2) for k=0
Cr(x2) = and T = {

k
¢ sin (271-(1 + m2)> for k>1

+oo
associated to the eigenvalues {/\k}z:oz = {— k24”2 }k , for some (g £ 0 and rq Z 0.
=0

One can readily see that the normalization constant ¢, > 0 takes the form

co for k=0
Cp =
1 for k>1.

Hence, the eigenfunctions of Ay are a priori not orthogonal, and we may not directly
apply spectral techniques to deduce the controllability properties of the linear system
which is governed by Ayg.

We may conclude this study with the proof of Proposition 4.3.4. We insist” that we will
make use of the following assumption on the control cost for the zeroth mode solely to be
able to add the source terms via the source-term method (which necessitates exponential
cost in small times) ahead of the nonlinear study. Assumption 4.3.8 is a relatively pes-
simistic hypothesis, and we envisage to prove it using perturbation arguments as done
in [135] for instance, by exploiting the uniform control cost of the remaining Fourier
coefficients systems with respect to n € Z*.

By virtue of [116], we know that the control Uy steering gy and ﬁo to 0 in time T' > 0 is
such that there exists a constant €y(7,0) > 0 such that

2

) < €(T,0) H (go,ﬁo)‘ (4.3.24)

2
HUOHIP(O,T;L?(f%,fi L2(—1,1)xR

Assumption 4.3.8 (Control cost of zeroth mode). We shall assume that there exist
positive constants M = My(c) > 0 and My = My(o) > 0 such that

& (T, o) = M1€$ for T < 1,

where €o(T, o) > 0 is the constant appearing in (4.3.24).

Proof of Proposition 4.3.4. We again split the proof in two separate cases.

Case 1: n = 0. The proof follows directly from the results shown in [116]. To obtain
the exponential bound on the control cost for small times, we use Assumption 4.3.8.

"The exponential bound on the control cost entailed by Theorem 4.1 holds without any assumption if
one furthermore supposes that y° and h? are of zero mean over T — this would entail that the zero mode
n = 0 does not appear in the projected systems. However, as elaborated in a previous remark regarding
the symmetry of the operator A, looking for solutions which live in Sobolev spaces of zero mean is a
clear impediment in the application of a Banach fixed-point argument for the nonlinear system, as there
is no reason to guarantee that the quadratic nonlinearities will be of zero mean.
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4.3. Control of the linear system

Case 2: n # 0. Let n # 0 be fixed. We rewrite (4.3.7) as

{z:AanrBan in (0,7) (43.25)

2(0) = 2Y,
where z = (ﬁn,ﬁn) and 20 = (@2,%2) Since the operator A, : D(A,) — Hop is

self-adjoint, by virtue of the Hilbert Uniqueness Method, (4.3.25) is null-controllable by
means of a control u,, satisfying
)

for some M; > 0 and My > 0 independent of n, if and only if the observability inequality

Mo

~ 112 2 -~
HUTL||L2(0’T;L2(7%’7%)) M16 T (HggHLz(_Ll) +O" n

=11211%, .,

Mo T N
MleT/O 1B C(t,.)Hp(_%_%) dt > 1¢(0,)13, . (4.3.26)

holds for some M; > 0 and M, > 0 independent of n, and for all (v € H, , where ( is
the solution to the adjoint system

~(=A,¢ i (0,7)
¢(T) =¢r.
Since the operator A,, : D(A,,) — H,,» is self-adjoint and negative, with an orthonormal

basis of eigenfunctions {@nk};::(’) and corresponding decreasing sequence of negative
eigenvalues {—)\n,k};rzo‘a, we may write the Fourier decomposition of ( as

(4.3.27)

+oo

C(t,fﬁg) = Z 67)\"’16(,1170 <<T7 (I)n,k>H01n(I)n,k(I2)-

k=0

Denoting {1); };;08 the orthonormal basis of L? (—%7 —i), and via the shift T — ¢t — ¢,
we obtain

T
| I gy
+oo LT |+o0
—An, *
_ ZO/O S e G B,y (B gy | dE (43.28)
J:
Now, making use of (4.3.9) and (4.3.10), we deduce from [255, Cor. 3.6] that there exist
M; > 0 and M3 > 0 depending only on r > 0 and s > 0 such that

2

Iy I |+oo +oo )
M2 — —
MieT / g ape” Prk— n’)t dt > E |ak|26 2(An k=0T
k=0

for any {a,}/2) € ¢*(R), and hence

+oo

My T
Mye™T
0 k=0

2
§ ake_kn’kt

— Z |ak|26_2>‘"”“T.
k=0
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Chapter 4. The Stefan problem with surface tension

The above estimate combined with (4.3.28) implies that

T
Mye® B¢ (t, )| dt
1€ o 1B*¢(t, )||L2(_g7_%)
“+o00 400 5

Z Z Z eiz)\nva |<§T7 ¢n7k>Hn,a |2 ’<B*(I)n,k7 ¢j>L2(,%77%)

§j=0 k=0

Applying (4.3.11) to the above estimate, we deduce that

My T
M [T IBC g -y > @G0

which holds for all {; € H,,,. This concludes the proof of (4.3.26), and thus the proof
of the proposition. O

We conclude this section with the proof of Theorem 4.1 / Theorem 4.2.

Proof of Theorem 4.1 / Theorem 4.2. Let us define the control u € L?(0,T; L?(w)) by

1 .
o) = = S mlae™ i (0.7) %
nez

where 4, € L%*(0,T;L*(—2,—1)) are the controls provided by Proposition 4.3.4, thus

such that 7, and h,, which solve (4.3.7), vanish at time T > 0. Defining y and h via
Fourier series similarly as u above, we readily see that (y,h) is the unique solution to
(4.3.3) (equiv. (4.3.4)). Moreover, since all the Fourier coefficients of y and h vanish
at time 7', then also (y, h) vanishes at time 7. The estimate on the control follows by
summing up the estimate of the Fourier coefficient controls over all n, and using the fact
that all the constants intervening in this estimate are independent of n. This concludes
the proof. O

4.4 Control in spite of source terms
In view of tackling the controllability of the nonlinear system, we look to add the source

terms over which we aim to apply a fixed point argument. Let us hence consider the
following linear system

oy — Ay = fi in (0,T) x O,

Oth = 0y, y + f5 in (0,7) x Ttop,

y=0 on (0,T) x I'po, (4.4.1)
yza@ilh—i—fz on (0,7) x T'op,

(y,h),_, = (¥°,h") i OxT.

Before proceeding with the control analysis, let us provide a necessary regularity result.
We consider the subset of initial data

0
J:= {[%0} e HY(O) x H*(T) | 4y = 0 on I‘bot} )
as well as the space of source terms

E/(0,T;0) := {(fl,f27f3) e L2(0,T; L3(O)) x H>*1((0,T) x T) x H'>"*((0,T) x ’E)} .
We also introduce the energy spaces for the state y:

E, = L2(0,7: 112(0)) n i (0,73 L2(0) ) 0 €°([0,T]; H'(0) ).
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4.4. Control in spite of source terms

and for h:
E, = L2 (0, T H7/2(T)) nH" (0, T H2(T)) nH (0, T HI(T))
nH (o, T; L2(1r)) nee ([0, T); H5/2(T)).
The following improved well-posedness result then holds.

Proposition 4.4.1. Leto > 0 and T > 0 be fized. For any (yo, ho) € L2(O)xH(T) and
(f1, f2, f3) € Ey, (4.4.1) admits a unique mild solution (y,h) € C°([0,T); L*(O)x HY(T)),
and there exists a constant Cp = C(T,0) > 0 such that

1Y, Ml oo o,11:22 (0w 1 (1) < O (”(yoa RO 2oy iy + 10f15 f2s f3)||Ef> - (44.2)
If moreover (yo, ho) € J satisfies the compatibility condition

Y’ =002 h° + f2(0)  on Tiop, (4.4.3)

then (4.4.1) admits a unique strong solution (y, h) € E, x Ej, together with the estimate

1), s, < Cr (16000 5 + 11, f2: £5) s, ) (4.4.4)

for some Cp = C(T,o) > 0.8

Proof of Proposition 4.4.1. The uniqueness of solutions follows easily. Thus we just focus
on the existence part. Using standard trace results (see for instance [186]), there exists
yt e E, such that

y’i = f2 on Ftop7 yji =0 on Fbot7 8a:zyn = f3 on Ftop-
Moreover, there exits a positive constant C > 0 such that

91|, < CrlI(f1, fo, ), - (4.4.5)

We look for y in the form y = y' + y*. Thus (y', h) satisfies the following system

oy’ — Ayt = f{r in (0,7) x O,
yl = 003 h on (0,7T) x Tiop,
y' =0 on (0,7) x Tpet, (4.4.6)
Oth = Opyy’ in (0,7) X Tiop,
0 10 .
(yT,h)lt:U = (yJr Jh ) in O xT

where
= h =o'+ A",y =y° —4*0,").
Form (4.4.5), there exists a positive constant Cp > 0 such that

(i 115" a0y < Cr (16" B0 + 101 2, Fols, ) -

L2(0,T5L%(0))

Moreover, the compatibility condition (4.4.3) implies that the corrected initial data lives
in the interpolation space

(y"°, %) € [D(A), H]

Therefore, by standard maximal regularity results, we have

1
2

(y', 1) € L*(0,T;D(A)) N H'(0,T;H).

Combining the above estimate with (4.4.5) and standard interpolation estimates, we
deduce (4.4.2). O

8Note that the constant Cr is of the form e”.; so, it does not blow up if T goes to zero.
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Chapter 4. The Stefan problem with surface tension

4.4.1 Adding the source terms

We are now in a position to provide an adaptation of the source-term method first
introduced in [191] (see also [173, 115]), in the specific setting of the problem we consider
containing boundary source terms, which will allow us to then apply a fixed point method
for tackling the nonlinear system.

Let 7 : (0,00) — [0, 00) be a continuous and non-increasing function satisfying
li t) =
Jim (1) = +o0
and (note that €(¢,0) > 0 is the constant appearing in Theorem 4.2)
E(t, o) < v(t) for all ¢ > 0. (4.4.7)

Let ¢ € (1,v/2) and p > 0 be fixed such that 2p > (1 + p)¢® be fixed. Now consider the
continuous and non-increasing function pz : [0,7] — [0, 00) defined by

_ —(1+p)
patt) = (AT ) teln.1]

As p > 0 it is easy to see that pz(T) = 0. Next, we consider the continuous and non-
increasing function pg : [0, 7] — [0, 00) defined by

p3(0)y (qq2 1T) for t € [0,7 (1 —¢?)]
p5 (Pt =T)+T)y((q=1)(T =) forte[T(1-q7?),T],

which also satisfies po(7T") = 0.In what follows, due to the properties of the control cost
of the linear system in small times, we can and shall assume that

po(t) =

a M ___a
v(t)lee?, ps(t) =e T-07, po(t)=M1e<q*1><2T*t> 1T =) for t < 1.

We then define the weighted space of source terms and controls

§ = {f(f17f2,f3)€Ef(0aT;0) ’ pJ;EEf(OvﬂO)}

= {u € L2(0,T; L2(w)) ’ c LQ(O,T;LQ(w)} :

Po/1
where 7 : [0,T] — [0,400) is a non-decreasing function defined by
40
1) =24+ ——= for ¢ T|.
77( ) + (T — t)6 or € [0, }
We also define the non-decreasing function ¢ : [0,T] — [0, 00) by
40&2(]6
t) =2+ ——— for t T|.
v =2+ s or t €[0,7]

The following version of the source-term method then holds.

Theorem 4.3. Let T > 0. There exists a constant C(T) > 0 and a continuous linear
map £ : L?(0) x HY(T) x § — U such that for any (y°,h") € L*(O) x HY(T) and
f = (f1,f2, f3) €T, the unique solution (y,h) to (4.3.3) with control u = £(y°, h°, f)
satisfies

2

H( o >2 ‘ X
PV PV ) ooz oyxmimy 1PVl 20 7220
Ao B\
<c@| 1% n0)|; +H< '
( )(H( )HL2(O)><H1(T) P3 P3 P3 E;

In particular, y(T,-) =0 a.e. in O and h(T,-) =0 a.e. in T.
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4.4. Control in spite of source terms

Proof of Theorem 4.3. For k > 0, we define

1
n=7(1- %)
qk

We also set ag = (y°, h?), and for k > 0 we define

Ag+1 = (yf(Tk_er ')v hf(Tk_JrD )) )
where (yy, hy) is the solution to the system
dyr —Ayp=fi in (T, Trta) x O,
Yy = O’@ilhf + fg on (Tk,Tk+1) X Ft0p7
yr =20 on (Tx, Try1) X Thot,

Ohy = O0pyyr + f3 0 (T, Thg1) X Teop,
W hp)yery =0 i OxT.

From Proposition 4.4.1, we have

2 2
||ak+1HL2(o)xH1(T) < COr|(fr, f2>f3)||Ef(Tk.,Tk+1) : (4.4.8)
On another hand, we consider the homogeneous control system

atyu - Ayu = uk]-w in (TvakJrl) X 07

Yu = a@ihu on (Tx, Tk+1) X Tiop,
Yu =0 on (Ty, Try1) X Thot,
athu = OzyYu in (Tvak:Jrl) X Ftopa

(yu7h’u)‘t:le’ = ag, in OxT
where uy, € L?(Ty, Ti41; L?(w)) is such that
(Yur hu)( k,:,-l?') =0,in OxT

and
2 2
Huk”L?(Tk,Tk_,_l;Lz(w)) <YH(Tora — Ti) Ilak||L2(O)><H1(T) : (4.4.9)
From the definition of py and pgz, we see that
po(Tiv2) = p3(Tr)Y(Thr2 — Tht1)-
Thus

2 2
sl pr migaizzn € 7° Tz = Tin) lawsa e oy
2
< Crv? (Tt = Towt) (1, fos F)lgy(mo ) - (444:10)

Thus, we now need to provide estimates of the E (T}, Ti41) norm appearing in (4.4.10).
First of all, using product estimates, we can easily verify that the estimates

2 2 fl
||f1||L2(Tk,Tk+1§L2(O)) < HPSHLOC(TINTkJrl) g L2(T, T L2(O))’
ko d k413

2

and
2

||f2||2LQ(Tk Thoir; H3/2(T)) < HPSHiM(T Tht1) ’
T ks Th+1 03 L2(Ty, Ths1;H3/2(T))

and
2

2 2
||f3||L2(Tk7Tk+1;H1/2(T)) < HpSHLOC(TMTkJrl)

9
P L2 (Ty Tiy s HY2(T))
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Chapter 4. The Stefan problem with surface tension

all hold. Using the fact that pg is decreasing, we now compute the H*/*(0,T;L?(T))
norm of fy; we concentrate on estimating the Gagliardo semi-norm:

Try1 Th1 |f2 t LE fQ(S 1,)|2
[f2]Hs/4 (Th, T 41;L2(T)) / / / o dtdsdx

fata)  fa(s,a) |2

Tr41 Tk+1 D T oele)
// / LI |
| — 5|’

Tit1  pTr+1 a ,
// / f2sx |P3() Pg(s)| Ut ds i
[t — s| /2
< p3(Th)? || =
P W Ee/2(Ty, T 413 L2(T))
2
*‘b /T/T ps(t) — ps(5)P
- sP o
%3 Lo Ty, T4+1;L2(T)) I |
<P&(Tk)2 —=
P3| H3/2 (T3, Ty 113 L2(T))
fo |” ,
d o5l
P3 Lo° (Ty,Try1;L2(T)) H3/4 (T, Trt1)

On the other hand, we also have
2 2
o35z 1y S 05 = 05Tl s (ry i) + 25 (T6)* (Tea — Ti)
2
S s = 25 Tl ory 1y + 25 (T)* (Thra — T)
2
S eslle om0y + p3(Tx)*T
Combining the above estimates, we get

f2
PF

LOO(Tk,TkJrULz(T)))

HS/Z(Tvak+17L2(T)) ’
Azl
PF

||f2||H3/2(Tk Th1;L2(T)) ~ S Crps( Tk (H

2
||pSHH1(Tk,Tk+1) :
Lo (Ty, Tr41;L%(T))

Making use of elementary Sobolev embeddings, we now estimate the H'/*(0,T; L?(T))
norm of f3 as follows:

2

f3 fa
T —— ”(Ps-ﬁs(Tk))+Ps(Tk)
HYA (T T L2(D) P P HVA(Ty,, Tioy1;L2(T))

/3 2
< \ L] (o5 = 25T sy sy + 05T
P8 Il HYA(Ty Ty g 15L2(T))
f3 2
ser|2 (o813 1 1) + P5(T)2)
P3| HYA(Ty, Ty 41;L2(T))

From the definition of pr and the fact that it is decreasing, we obtain

) Tht1 5 2 Tt lpg ()‘2
— |2 dt +4 70“
loslfis ey = [ Ioa(®F at a2 [ 2R

402
(T = Tyy1)®

< Tz (T )? 1+L
~ P (T —Tp11)8)

< p5(Th)? (1 + ) (Tht1 — T)
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Let us define
402

(T —1)%

Combining the above estimates, from (4.4.10), we infer that

n(t) =2+

2
) fi
lukrallz2(y 1saiL2w)) S Crp§(Te2)n(Tisr) ‘ 03
143 L2(Ty,Tr4+1;L2(0O))
2 2
L2 +‘f2
P3N L2 (T Tosrs32(T))  I1PSIH2(T3, T i13L2(T))
2 2
2 |12
P llLoe (T Teyase2(m) - P8 IL2 (D0, T a3 HY2(T))
2
N
P3N BTy Ty 15 L2(T))

Thus, using the fact that py is decreasing and 7 is increasing, by virtue of the above
estimate, we deduce that
< Cr < '

fo
P3

2 2 2

f1

Pg
2

f2
PE
2

Uk41

Po/1

+!

"

L2(Tka1,Thi2;L2(w)) L2(Ty,Tr+1;L%(0)) L2(Ty, T41;H3/2(T))

é2
P3

Js
PE

i i

L2(Ty,Tr41;HY2(T))

>, (4.4.11)

H3/2(Tk,Tk+1;L2(T)) Lo (Ty,Ti4+1;L2(T))

fs
%3

2
"

HY4(Ty, Ty 41;L2(T))

holds for some constant Cp > 0 independent of k. We now define the control u by pasting

all of the uy:
“+o0

u = Z ukl[Tk’TkJrl].
k=0

Note that, from (4.4.9), we have
2
Ug

‘ Po/M

Combining the above estimate with (4.4.11), we get

2
< Crllaollz2 0y xmr(m -

L2 (TO ,Tl ;L2 (w))

2

i fa f3

P’ P3 P3

u

pPo/N

We now look to estimate the controlled state. Let us set (y,h)
Then clearly for every k > 0, (y, h) satisfies

).)

= (yfvhf) + (Yus Pu)-

2
<on (16 opennen |

L2(0,T;L2(w))

Oy — Ay = w1y, + fi
y= O'ailh“er

y=0

Oth = O,y + f3

(Yu hu)|t:Tk+ = ag

Moreover,

in (T, Tep1) ¥ O,
on (Tx, Tk+1) X Tiops
on (T, Tr+1) X Tbot,
in (Tk, Tip1) X Trop,
in OxT.

(v, WI(T ) = (yr: g ) (T )+ ) (Ty) = an = (yg, by ) (D) +(yus ha) () = (y, )T,
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so that (y,h) is continuous at each Tj. Furthermore, by applying proposition 4.4.1, we
have

2 2 2
I e pzzcoprrscan S (Nailiacoperm oy + 10 o F5)ly i

2
F lukll 27, 100522 w0)) ) (4.4.12)
Plugging estimate (4.4.9) in (4.4.12), we infer that
2 2
H(y, h)||C0([Tk,Tk+1];L2(O)XHI(T)) 5 ( ||ak:||L2((9)><H1(T)
2 2
+’72(Tk+1 —Tk) Hak”Lz(O)le(’H‘) + ||(flaf2,f3)||Ef(Tk,,Tk+1) )

Using (4.4.8), the above estimate can be written as

2 2
1y, h)||CO([Tk,Tk+1];L2(o)le(qr)) S 72(Tk+1 = Tie) [|(f1, fos f3)HEf(Tk,1,Tk+1) :

By proceeding similarly as above, we find

2
2 f1
1y M) oz 7 23220y x iy S V2 (T 1 =Ti) p5 (Te—1)1(Ti1) (’ —
P3N L2(Ty_ 1, T 1:L2(0))
2 2 2
+ ] 2 + ‘ 2 + ‘ 2
P3 L2(Ty-1,Tr+1;H3/2(T)) PF H3/2(Ty—1,Tr4+1;L2(T)) P3 Lo (T —1,Trk4+1;L2(T))
2 2
|12 " ‘ s .
Ps L2(Ty—1,Try1;HY2(T)) P3 HY/4(Ty—1,Tr41;L2(T))
Therefore,
f 2
2 1
1y, h)||cO([Tk,Tk+1];L2(o)le(Tr)) S Pg(Tk+1)77(Tk+1) < ’ ?
S NL2(Ty—1,Ths1;L2(0))
2 2 2
e o N
PENL2(Ty 1 Ty rsm32(T))  WPS I HS2(Ty 3 Ty 1;02(T)) 1P Lo (Ty 1 Tiya;L2(T))
2 2
+|2 +2 .
P3N L2(Ty_ 1, Typr ; H/2(T)) PN H/4(Ty_ 1 Thy1;L2(T))
Let us define
40[2(]6
t):=2+ — .

Note that ¢(Ty) = n(Tk+1). Using this fact, we deduce from the last estimate and the
fact that pg is decreasing and 1 is non-decreasing, that

2

i
Pg

2

/S (
CO([Tk,Tr+1];L2(O)x H(T))
é 2

PE
2

|Gz ve)
pO\/E7PO\/7$
é 2

2k

L2(Ty—1,Tey1;L%(0))

EQ
P3

+ ’ +

+\

L2(Tk—1,Tr41;H3/(T)) H3/2(Ty_1,Tr41;L%(T)) Loo(Th—1,Tr41;L2(T))

Js
PF

5
PF

+

"

2
L2(Tk—1,Tky1;HY/?(T)) HY4(Ty—1,Tr41;L%(T))

118



4.5. Concluding remarks

Combining the above estimate together with (4.4.9) and (4.4.12) (for k¥ = 0), we infer

that

4.5

2

y h)
H (Poﬂ’ poVY /|| oo,y p2(0)x 1 (1)

2 fi f2 f
<O 16PN o+ (2 2.2)

2
Ey

Concluding remarks

We have proven that the linearized Stefan problem with surface tension (i.e. Gibbs-
Thomson correction) is null-controllable (in the sense that both the temperature and
the height function are controllable) in any time by means of controls actuating along
the fixed bottom boundary, a result which stipulates that the nonlinear system is itself
locally null-controllable. Moreover,

If 0 = 0. Interestingly enough, it is not obvious to say whether the classical
Stefan problem, which is known to be the (macroscopic) limit case in the zero
surface tension limit without control [130], is itself null-controllable. Clearly the
one-dimensional techniques of [116] do not directly apply as remarked in what
precedes, as in fact, the height function manifests as an infinite-dimensional prop-
agator. On another hand, when looking at each individual Fourier mode of the
linearized Gibbs-Thomson system, we have observed that the control strategy may
collapse when o N\ 0. These observations are nonetheless not sufficient to conclude
on the possible null-controllability (or lack thereof) of the classical Stefan problem,
which for the time being, remains open.

Memory problems. When ¢ = 0, the linear system (4.3.1) is akin to the one-
dimensional case addressed in [102, 116], and the equation for y can be solved
without knowing h. In particular, the null-controllability requirement for the second
component, i.e. h(T,-) =0 in T, can equivalently be rewritten as

T
/ Oz, y(7,21,1)dT = ho(21) for z; € T. (4.5.1)
0

As in this geometrical setting the constraint is not finite-dimensional, it is not
straightforward to say that the null-controllability of the second component, i.e.
(4.5.1), follows immediately by arguing as in the one-dimensional case. In fact,
since the control cost of the linearized problem €(T,0) — +oo as o \, 0, one
could look to see whether the linearized classical Stefan problem may be linked
to memory problems, where it is well-known that, unless the control region moves
with time in such a way that it covers the entire domain O over [0,T], the system
is not null-controllable (see e.g. [146, 123, 57]).

Localized controls. As a further perspective, one may of course seek to consider
the problem where the boundary controls are localized and actuate within some
non-empty subset of the torus T. This would however mean that our projection
techniques are not immediately applicable, and a direct observability inequality
needs to be shown. However, as observed in what precedes, even computing the
adjoint of the linear operator A seems farfetched, and merits clarification.

Three-dimensional problem. We have, for the time being, focused solely on the
two-dimensional Stefan problem in a strip-like geometry. In fact, the dimensionality
plays a key role in the regularity of the solutions, as an L%ﬂ;only regular control
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for the linearized system suffices to establish a nonlinear control theory. This is
not the case for the three-dimensional problem for instance, where a more regular
control would be needed.
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Long-time optimal control
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Chapter 5

Turnpike in Lipschitz-nonlinear
optimal control

Abstract. We present a new proof of the turnpike property for nonlinear optimal con-
trol problems, when the running target is a stationary solution of the free dynamics.
Our strategy combines the construction of sub-optimal quasi-turnpike trajectories (via
a controllability assumption) and a bootstrap argument, and does not rely on analyz-
ing the optimality system or linearization techniques. This in turn allows us to address
finite-dimensional, control-affine systems with globally Lipschitz (possibly nonsmooth)
nonlinearities. We show that our methodology is generic and applicable to controlled
PDEs as well, such as the semilinear wave and heat equation with a globally Lipschitz
nonlinearity.

Keywords. Optimal control; Turnpike; Nonlinear systems; Stabilization; Deep learning.
AMS Subject Classification. 34H05; 34H15; 93C15; 93C20.

This Chapter is taken from [906]:

Turnpike in Lipschitz-nonlinear optimal control.
C. Esteve, B. Geshkovski, D.Pighin and E. Zuazua, 2020.
https://arxiv.org/abs/2011.11091
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5.1. Introduction

5.1 Introduction

The turnpike property reflects the fact that, for suitable optimal control problems set in a
sufficiently large time horizon, any optimal solution thereof remains, during most of the
time, close to the optimal solution of a corresponding “static” optimal control problem.
This optimal static solution is referred to as the turnpike — the name stems from the
idea that a turnpike is the fastest route between two points which are far apart, even if
it is not the most direct route. In many cases, the turnpike property is described by an
exponential estimate — for instance, the optimal trajectory yr(t) is O (e‘“75 + e_“(T_t))f
close to the optimal static solution g, for t € [0,T] and for some u > 0.

The prevalent (but not exclusive) argument for proving exponential turnpike results relies
on a thorough analysis of the optimality system provided by the Pontryagin Maximum
Principle. In the context of linear quadratic optimal control problems, under appropriate
controllability or stabilizability conditions, turnpike is established via properties of the
optimality system characterizing the optimal controls and states through the coupling
with the adjoint system, see Porretta & Zuazua [221].

In the case of nonlinear dynamics, this argument thus requires nonlinearities which
are continuously differentiable. A linearization argument is used — the linear study and
a fixed point argument provide nonlinear results under smallness assumptions on the
initial data and the target, see Zuazua et al. [222, 261]. The smallness conditions on
the initial data can be removed in some specific cases (see e.g. Pighin [218]), but to the
best of our knowledge, the assumptions on the running target have not been as of yet
(albeit, they may be removed under restrictive assumptions, such as strict dissipativity,
uniqueness of minimizers and C?-regular nonlinearities — see [259]). This is due to the
lack of tools for showing that the linearized optimality system corresponds to a linear-
quadratic control problem satisfying the turnpike property, when the running target of
the original nonlinear control problem is large.

There has been an ever-increasing need however, brought by applications in deep learn-
ing via residual neural networks (ResNets) (see [89, 95, 140]), of turnpike results for
nonlinear optimal control problems without smallness conditions on the data or the run-
ning target, and for systems with globally Lipschitz-continuous but possibly nonsmooth
nonlinearities.

In deep learning, one wishes to find a map which interpolates a dataset {Z;,7;}
where 7; € R% and ¢; € R% and gives accurate predictions on unknown points # € R¢%.
Such a task may be accomplished by minimizing

N
i=1

T N T
/0 ST Pxi(t) — Gl dt+ / lu(e)|? dt, (5.1.1)
=1

where u := [w,b]" and P :R% — R% is an affine surjective map, subject to
%i(t) = )%, (t) + b(t)) in (0,7
Sill) = ot (t) +b(0) in (0.7) 512
Xl(O) = Lgy

with w € L2(0,T;R%*4=) and b € L?(0,T;R%) designating the controls, whereas o €
Lip(R) with o(0) = 0 is a scalar nonlinear function, defined componentwise in (5.1.2).
The most frequently used nonlinearities in practical applications are rectifiers: o(x) =
max{ax,z} for a € [0,1), and sigmoids: o(x) = tanh(x). The order of the nonlinearity
o and the affine map within may be permuted to obtain a driftless control-affine system

{xi(t) = w(t)o(x;(t)) +b(t) in (0,7)
xi(0) =7

ZTi.

(5.1.3)

Combinations and variants of (5.1.2) and (5.1.3) may also be used, see e.g. [183]. Op-
timizing u over N > 1 different initial data establishes robustness, so that the neural
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Chapter 5. Turnpike in Lipschitz-nonlinear optimal control

networks (5.1.2) and (5.1.3) may correctly perform future predictions on unknown points.

In Figure 5.1, we see stabilization for the trajectories to some points X; € P~ ({#;}),
which are uncontrolled steady states of (5.1.2) and (5.1.3). This motivates the choice of
running target as a steady control-state pair we consider in this work ((5.1.4)), which
would then entail bounds for (5.1.1) (see [95]). The practical interest of the turnpike
and stabilization analysis when T > 1 presented herein is its link to the large-layer
regime and approximation capacity (dual to [76]) of ResNets, which are the forward
Euler discretizations of (5.1.2) and (5.1.3) (see [89]). This regime is the common setting
for many deep learning applications [176]. We refer the reader to [95] for further details.

7.5 7.51
5.0 5.0
2.51 2.5
o 0.0 e o 0.0
—2.51 —2.5
—5.01 —5.0
=75 =75
—10.01 —10.0

—15 -10 -5 0 5 10 —-15 -10 -5 0 5 10

) )

Stability of norms

Jn" 404

301
— Ix®)P

_ [Px(t)]?
? 5 20

—44 Fod

61 °e f

10 A

15 -1 s 0 5 10 o 2 4 6 8 10 12 14
1 t (layers)

Figure 5.1: A binary classification task in deep learning. One aims to separate the
data points {Z;}; in R? (top left) with respect to their color by using the controlled
flow of (5.1.2) — (5.1.3) at time T = 15, here done by minimizing (5.1.1) (g; = =+1
for red/blue). We visualize the evolution of the trajectories of (5.1.3) (top right) and
their output (bottom left). We see a stabilization property for the projections, but also
the trajectories to some points X; € P~'({#%:}) (bottom right). Displayed below is the
inferred classifier on | 2. generalizing the shape of the dataset.

Generalization outside training data

1.00
0.75
0.50
0.25
0.00
—0.25
—0.50
—0.75
—1.00

Our contributions. To answer this need, and motivated by problems as those above,
in this work we provide a different perspective on the turnpike property in the context
of nonlinear dynamics, and we bring forth the following contributions.
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(1). In Section 5.2, we consider optimal control problems consisting of minimizing

T

Jr(u) == $(y(T)) + / ly(t) — 7> dt + / Ju(t) — @]t (5.1.4)

subject to y = f(y,u), where f is of control-affine form. Under the assumption
that the running target (%, y) is a steady control-state pair, namely f(7,u) = 0, and
that the system is controllable with an estimate on the cost (see Definition 6.4.1),
in Theorem 5.1 we prove the exponential turnpike property described above. The
main novelty lies in the fact that the nonlinearity f is only assumed to be globally
Lipschitz continuous, and the result comes without any smallness conditions on
the initial data or the specific running target. In this case, existing results such as
those presented in Trélat & Zuazua [261, 259] do not apply, as they either require
smallness assumptions or uniqueness of minimizers, and C?-nonlinearities.

Moreover, whenever the functional to be minimized does not contain a final-time
cost (such as ¢(y(T)) in Jr above), we can prove (see Corollary 5.2.4 below) that the
exponential arc near the final time ¢ = T disappears, thus entailing an exponential
stabilization property for the optimal state to the running target.

(2). In Section 5.3, the finite-dimensional results are extended to analogue optimal con-
trol problems for underlying PDE dynamics. This is illustrated in Theorem 5.2,
Corollary 5.3.2 and Theorem 5.3 in the context of the semilinear wave and heat
equation with globally Lipschitz—only nonlinearity, once again under the assump-
tion that the running target is a steady control-state pair. We make no smallness
assumptions neither on it, nor on the initial data, thus covering some cases where
results from [122, 218, 222, 283] are not applicable.

Notation. We denote by || - || the standard euclidean norm, and N := {1,2,...}. We
denote by Lip(R) (resp. Lip,.(R)) the set of functions f : R — R which are globally
(resp. locally) Lipschitz continuous.

5.2 Finite-dimensional systems

5.2.1 Setup

Let d > 1 and m > 1. We will consider differential control systems where the state y(t)
lives in R? and the control input u(t) in R™. Given T' > 0, we focus on control-affine
systems, namely canonical nonlinear systems

v = fy,u) in (0,7) (5.2.1)

with a nonlinearity f of the form
Flyu) = foly) + > uifi(y) for (y,u) € RY x R™, (5.2.2)
j=1

where the vector fields fo, ..., fm € Lip(R?;R?) are only assumed to be globally Lipschitz
continuous. This formulation includes (5.1.3) — see Remark 5.2.6 for possible extensions
to (5.1.2).

For any given initial datum y° € R? and control input v € L'(0,T;R™), system
(5.2.1), with f as in (5.2.2), admits a unique solution y € C°([0,T]; R?) with y(0) = ¢°.
This can be shown by means of a fixed point theorem and the Grénwall inequality applied
to the integral formulation

y(t) =4° +/0 Fy(s),u(s)) ds.
12
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Given y° € R? we will investigate the behavior when 7" > 1 of global minimizers
ur € L*(0,T;R™) to nonnegative functionals of the form

T

T
hwo:¢@@»+A mm—mvw+4 ()| dt, (5.2.3)

and of the corresponding solutions yr to (5.2.1) with y7(0) = y°. Here, ¢ € CO(R%R,)
is a given final cost, while 7 € R? is a given running target which we select as an
uncontrolled steady state of the nonlinear dynamics, namely

fo@) = 0. (5.2.4)

We provide further comments on the specific choice of the running target just below,
in Remark 5.2.1. Due to the coercivity of Jr and the explicit form of f in (5.2.2), the
existence of a minimizer of Jr follows from the direct method in the calculus of variations.

Due to the presence of the state tracking term in the definition of Jr, which regulates the
state over the entire time interval [0, 7], the well-known turnpike property is expected to
hold: over long time horizons, the optimal control-state pair (ur,yr) should be "near"
the optimal steady control-state pair (us, ys), namely a solution to the problem

ierlgm ly — 7% + ||ul? subject to f(y,u) =0. (5.2.5)

Now note that, due to the assumption (5.2.4) on the running target 7, and the form of
the nonlinearity f in (5.2.2), it can be seen that (us,ys) = (0,7) designates the unique
optimal stationary solution, namely the unique solution to (7.1.3).

Remark 5.2.1 (Controlled steady states). The choice of the running target y in (5.2.4)
is tailored to our proof strategy and the choice of the functional Jr in (5.2.3). The key
feature our methodology requires is that the Lagrangian L(u,y) = ||y — 3||* + ||lu — ul?
equals zero when evaluated at the optimal steady state. In fact, we could more generally
consider the functional

T

T
hmo;¢@@»+A M@*MF&+A lu(t) - a]*dt

where (4,7) € R™ x R is chosen so that f(y,u) = 0 (with f as in (5.2.2)), as discussed
in the introduction. The results presented below could then readily be adapted to this case
(by additionally changing (5.2.9) and Definition 6.4.1 to an L*~bound of ur —u). We
have taken w = 0 for presentational simplicity.

In the context of nonlinear optimal control, such turnpike results have been shown by
Trélat & Zuazua in [261] (see also [259]) for C*-regular nonlinearities f. This order of
regularity is required due to the proof strategy, which relies on linearizing the optimality
system given by the Pontryagin Maximum Principle. As a consequence, the results in
[261] are also local, in the sense that smallness conditions are assumed on the initial data
and target in view of applying a fixed point argument. In this work, we take a further
step and obtain global results for globally Lipschitz nonlinearities.

5.2.2 Main results

The notion of controllability plays a key role in the context of turnpike. Hence, before
proceeding, we state the following assumption.

Assumption 5.2.2 (Controllability & cost estimate). We will assume that (5.2.1) is
controllable in some time Ty > 0, meaning that there exists some time Ty > 0 such that
for any 3°,y* € RY, there exists a control u € L?(0,To; R™) such that the corresponding
solution y € C°([0, Ty]; RY) to (5.2.1) with y(0) = y° satisfies y(Tp) = y*.
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5.2. Finite-dimensional systems

We will moreover assume that there exists an r > 0 and a constant C(Tp) > 0 such
that

inf lullz2 0,10 mm) < C(To) [|y° =7, (5.2.6)
such that
y(0)=y°, y(To)=y
and
inf lull 220, 70mmy < C(To) [ly* =7, (5.2.7)

such that )
y(0)=7, y(To)=y

hold for any y°,y' € {x eER? : lz -7 < T}, where 57 € R is fived as in (5.2.4).

We discuss the feasibility of this assumption later on, in Remark 5.2.7. Note that this is
not a smallness assumption — it merely stipulates that, inside some ball centered at 7,
the cost of controlling from and to § can be estimated by means of the distance to 3.

We may now state our first main result.

Theorem 5.1 (Turnpike). Assume that fo,. .., fm € Lip(R%RY) in (5.2.2), and assume
that (5.2.1) is controllable in some time Ty > 0 in the sense of Definition 6.4.1. Let
Y0 € R? be given, and let 5 € R? be as in (5.2.4). Then there exists a time T* > 0
and constants C1,Co,u > 0 such that for any T > T*, any global minimizer ur €
L%(0,T;R™) to Jr defined in (5.2.3) and corresponding optimal state yr solution to
(5.2.1) with yr(0) = y° satisfy

lyr(t) =gl < Cy (7t + e7nT1) (5.2.8)

for allt €10,T], and
lur|[L2(0,7mm) < Co. (5.2.9)

We sketch the idea of the proof (which may be found in Section 5.5.2) in Section 5.2.2
below. The rate ;4 > 0 appearing in (5.2.8) depends on the datum 3° due to the mul-
tiplicative form of the control, but is uniform with respect to y° when the control is
additive, namely, when f1, ..., f,, are nonzero constants. This is due to the form of the
constant provided by Gronwall arguments (e.g. in Lemma 5.4.1 and Lemma 5.5.2).

Remark 5.2.3 (On (5.2.9)). An exponential estimate for the optimal control ur is a
hallmark of turnpike results obtained by analyzing the optimality system. Therein, the
optimal control can be characterized explicitly via the adjoint state, which, much like
the optimal state, fulfills an exponential estimate. Since in this work we do not use the
optimality system, we do not have as much information on ur(t) as we have on yr(t)—7.
The latter quantity, in addition to being penalized by Jr, may be further estimated by
using the system dynamics. In the context of driftless systems, we show that ur(t) too is
in O (ef”t + 67“(T7t)) in Corollary 5.2.5, by using the homogeneity of the system with
respect to the control.

Before proceeding with further remarks, let us state a couple of important corollaries of
Theorem 5.1.

Firstly, when one considers an optimal control problem for Jpr without a final cost for
the endpoint y(T'), namely taking ¢ = 0 in (5.2.3), Theorem 5.1 can in fact be improved
to an exponential stabilization estimate to the running target 7.

Corollary 5.2.4 (Stabilization).  Suppose that ¢ =0 in Jr defined in (5.2.3). Under
the assumptions of Theorem 5.1, there exists a time T* > 0, and constants Cy,Ca, n > 0
such that for any T > T*, any global minimizer upr € L*(0,T;R™) to Jr defined in
(5.2.3) and corresponding optimal state yr solution to (5.2.1) with yr(0) = y° satisfy
(5.2.9) as well as

lyr(t) - 7l < Cre ™ (5.2.10)

for allt € ]0,T).
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We refer to Section 5.5.3 for a proof. In fact, Corollary 5.2.4 may be proven independently
of Theorem 5.1 by a simple adaptation of the proof strategy. This is illustrated in the
proof of Theorem 5.3 in the context of the semilinear heat equation.

On another hand, when the underlying dynamics (5.2.1) are of driftless control affine
form (namely, fo = 0 in (5.2.2)), we can obtain an exponential decay for the optimal
controls as well. Note that in this case, any 7 € R? is an admissible running target for
Jr, since f(7,0) = 0 for any 7 € R%.

Corollary 5.2.5 (Control decay). Suppose that fo =0 in (5.2.2). Under the assump-
tions of Theorem 5.1, there exists a time T* > 0, and constants C,p > 0 such that
for any T > T*, any global minimizer ur € L*(0,T;R™) to Jr defined in (5.2.3) and
corresponding optimal state yr solution to (5.2.1) with yr(0) = y° satisfy (5.2.8) as well
as

Jur(t)]| < ¢ (et + e7T0) (5.2.11)

for a.e. t €10,T7].
If moreover, ¢ = 0 in Jr defined in (5.2.3), in addition to (5.2.10), there exist
constants C1, 1 > 0 independent of T such that

lur(t)]| < Cre™! (5.2.12)
holds for a.e. t € [0,T].

Corollary 5.2.4 and Corollary 5.2.5 are in particular applicable for the continuous time
analog (5.1.3) of ResNets (see Remark 5.2.6 for (5.1.2)).

The proof of Corollary 5.2.5 (see Section 5.5.4) will follow by firstly using a specific
suboptimal control (constructed using the time-scaling specific to driftless systems) to
estimate Jr(ur) and obtain

t+h t+h
/ lur(s)|? ds < / lyr(s) — 7112 ds
t t

for h small enough, an estimate which, coupled with the turnpike estimates of Theo-
rem 5.1 — Corollary 5.2.4 and the Lebesgue differentiation theorem, will suffice to con-
clude.

Sketch of the proof of Theorem 5.1

The proof of Theorem 5.1 may be found in Section 5.5.2. It roughly follows the following
scheme (see also Figure 5.2 just below). For simplicity, suppose that 7' > 27*.

1). By controllability, we first construct a suboptimal quasi-turnpike control u! which
is such that the associated state y* satisfies y' (Ty) = 7, and u!(¢t) = 0 for t € [Tp, T.
Thus y*(t) = g for t € [Ty, T]. Due to the form of Jr in (5.2.3), this would imply
that Jr(u') is independent of T, and by using Jr(ur) < Jr(ut), would also entail
a uniform bound of Jr(ur) with respect to T. A Gronwall argument ensures that,
moreover,

lyr — Tl r20rmey + lyr(t) =7l < Co for all ¢ € [0, 7] (5.2.13)

for some Cy > 0 independent of T. (5.2.13) alone is enough to obtain the desired
exponential estimates for ¢ € [0,7*] U [T — T*,T], an interval whose length is
independent of T'. More details can be found in Lemma 5.5.1.

2). Since T* < g, by a simple contradiction argument (see Lemma 5.5.3), there exist
71 €[0,7*) and 75 € (T — T*,T] such that

= lyr —§||L2(0,T;]Rd) (5‘2<<13) Co

Ti) — § X .
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3). On [r1, 2], the optimal control ur will minimize a functional without the final
cost ¢(yr(T)) but with a terminal constraint on the state yr. By controllability,
using a second suboptimal quasi-turnpike control u? satisfying estimates as those
in Definition 6.4.1, and using Jr(u7) < Jr(u?) along with a Grénwall argument,
one shows an estimate of the form

lyr(t) =yl < C1 (HyT(ﬁ) 7| + [lyr(r2) —?H) (5.2.15)
(5.2.14) 2012
<
VT*
for all t € [r1,72], thus also for t € [T*,T — T*] C [r1,72] where C; > 0 is in-

dependent of T. Definition 6.4.1 is used precisely in this step, and is essential in
obtaining an estimate of the mould of (5.2.15). For more details, see Lemma 5.5.2.

(5.2.16)

4). A bootstrap argument (Section 5.5.2): estimate (5.2.16) can be iterated by shrinking
the time interval to obtain an estimate of the form

202 \"
lyr(t) =7l < (\/(;i) for [nT*,T —nT*| (5.2.17)

for "suitable" n > 1. Then taking T* > 4C{ and a suitable choice of n in (5.2.17)
will yield the exponential estimate for ¢t € [T*,T — T*].

quasi-turnpike bootstrap quasi-turnpike

1 t —»

T* T_T* T

Figure 5.2: A sketch of the scheme. We use a quasi-turnpike control to bound Jr(ur)
uniformly in T, which entails the exponential estimates on [0, 7*] U[T —T*,T]. We then
perform a bootstrap by iteratively shrinking symmetric intervals within [7%*,7 — T*] in
view of obtaining an estimate of the mould of (5.2.17).

5.2.3 Comments on the main results
Several pertinent remarks are in order.

Remark 5.2.6 (On the nonlinearity). With little modifications, Theorem 5.1 and Corol-
lary 5.2.4 also apply to system (5.2.1) with nonlinearities f of the form

Flyu) =" fiuy) for (y,u) € R x R™ (5.2.18)
j=1

where the vector fields f1,. .., fm € Lip(R% R?) are additionally assumed to be positively
homogeneous of degree 1, and an H'—penalization instead of only L? of the control appears
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in the definition of Jp, in order to assert sufficient compactness for proving the existence
of minimizers. Such nonlinearities are motivated by (5.1.2). Due to the homogeneity of
the vector fields in (5.2.18), the corresponding optimal steady states coincide with those
of the driftless case, namely (us,ys) = (0,%) for any § € R?.

Remark 5.2.7 (On Definition 6.4.1). Both parts of Definition 6.4.1 are needed in our
strategy.

o In the driftless case (fo = 0 in (5.2.2)), the Chow-Rashevskii theorem (see [69,
Chapter 8, Section 3.3]), characterized by iterated Lie brackets, is a necessary and
sufficient condition for the global exact controllability of systems with smooth vec-
tor fields. But general necessary and sufficient conditions which ensure the exvact
controllability of control-affine systems are not known to our knowledge — see [69,
Chapter 8]. This is mainly due to the drift term fo, which affects the geometry
of the problem and may pose obstructions to the controllability in arbitrary time —
see [22] for a survey on these issues. We do insist however, that we merely require
controllability in a possibly large time Ty, and not mnecessarily in any arbitrarily
small time.

o The assumptions (5.2.6) — (5.2.7) are more commonly encountered in the linear
systems setting, and thus also for monlinear systems obtained by perturbation ar-
guments. In such contexts, it is well-known (see e.g. [281, Remark 2.2]) that the
minimal L?-norm control u satisfies

lull 201wy < C(To) ([[s°]] + ")

for some C(Ty) > 0. This makes Definition 6.4.1 entirely plausible in the settings
mentioned above. Indeed, we consider z :=y — 7, then either 2° =0 (if y* =7) or
2t =0 (ify' =7). The control u steering y from y° to y' in time T would then be
the same as the one steering z from either 0 to y' — 7 or from y° — 7 to 0 in time
T, and the above estimate would yield the desired assumption.

To complete this discussion, we refer to [95, Theorem 5.2], where in the context of
driftless systems motivated by neural networks (see the Introduction), we prove a
local controllability result along with estimates (5.2.6) — (5.2.7). The main caveat
when comparing to the setting we consider here is that in neural networks, the
control is typically a matriz of dimension d x d (eventhough we find a single control
for N > 1 initial data), allowing us to access the entire state, whereas here it is
a vector in R™, possibly with m < d. Nonetheless, driftless systems motivated by
neural networks remain a case where our results apply.

5.3 Infinite-dimensional systems

We illustrate the flexibility of the finite-dimensional arguments and adapt them to the
semilinear wave and heat equation. As a matter of fact, the only difference between the
finite and infinite dimensional setting is in the proof of uniform control and state bounds
by means of quasi-turnpike strategies. The specific proof of turnpike is identical in both
cases. We distinguish the case of the wave and heat equation because of the validity of
the PDE analog of Definition 6.4.1, as made more precise below.

5.3.1 Semilinear wave equation

Let T > 0 and let Q C R? be a bounded and (at least C?) regular domain. We will be
interested in control systems of the form

Oy —Ay+ f(y) =ul, in (0,T)xQ
y=0 on (0,T) x 99 (5.3.1)
(Y, 0ey)li=0 = y° in Q.
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5.3. Infinite-dimensional systems

Here f € Lip(R), w C Q is open (with geometric assumptions given in (5.3.4)), whereas
0 _ 0 0 . . . .. . .

y = (yl,yQ) is a given initial datum. It is well-known, by fixed-point arguments, that

for any initial data y° = (y9,43) € H§ () x L?(Q) and for any u € L?((0,T) x w), there

exists a unique finite-energy solution y € C°([0,T; H}(Q)) N C1([0,T]; L3(2)) to (5.3.1).

As in the finite-dimensional case, we will address the behavior when 7' > 1 of global
minimizers ur € L?((0,T) x w) to nonnegative functionals of the form

T T T
(@) = o)+ [ 100~y dt+ [ 1000l at+ [ Ol
(5.3.2)
and of the corresponding solution yr to (5.3.1). Here ¢ € C°(L?(Q); R, ) is a given final
cost, while 5 € H}(Q) is a running target which we select as an uncontrolled steady state
of (5.3.1), namely we assume that ¥ is some solution® to

{—Ay+f(y) =0 in (533)

y =0 on 0f).

We henceforth moreover assume that f, ) are such that a solution to (5.3.3) exists. This
can be ensured in a variety of different cases, including, for instance (see [55, 187] for
further results):

o If f(0) = 0, then clearly § = 0 is one solution. But if moreover there exist p €
(1, %) (p e (1,00) for d=1,2), v < A1 () and 6 > 2 such that

lF(s)] < C(+ |s]P) for all s € R

—/S flOd¢ < g s> for |s| small
0
o<t [ s@ac< s [ fOd for ls] tange

then a nontrivial solution 7 € H}(Q2), ¥ # 0 also exists. We refer to [55, Theorem
2.5.6]. This fact is a consequence of the mountain pass theorem. Here A1 (€2) denotes
the first eigenvalue of the Dirichlet Laplacian —A.

e When d =1 and Q = (—R, R), then both necessary and sufficient conditions on f
can be provided ensuring the existence of nontrivial solutions — see [55, Theorem
1.2.3].

The case of a controlled steady state (namely adding u1,, in (5.3.3)) may also be consid-
ered, under the condition that the functional Jr is modified appropriately as discussed
in Remark 5.2.1. The existence of minimizers to Jr again follows by the direct method
in the calculus of variations.

We note that, since 7 is fixed as above, the pair (us,ys) = (0,7) is the unique solution
to the steady-state optimal control problem

~Ay+ f(y)=ul, in Q

y =0 on 0f2.

i 712 2 .
L~ Tl + e sublect o {

This is because the functional in the expression above attains its minimum, equal to 0,
precisely at (0,%), a pair which satisfies the constraint provided by the elliptic equation.

IThere is no need for the solution of (5.3.3) to be unique.
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Chapter 5. Turnpike in Lipschitz-nonlinear optimal control

Before proceeding, we need to define the appropriate geometric setup for ensuring the
exact controllability of (5.3.1) when d > 2. For any fixed z, € R?\ 2, we define

Io:={zxed: (z—x) viz)>0}

where v(z) denotes the outward unit normal at z € 9Q. The set I, coincides with the
subset of the boundary arising usually in the context of the multiplier method [184]. We
will suppose that for some § > 0,

w=05Ts)NAQ, (5.3.4)

where O5(I) = {2 € R? : |z — 2’| <6 for some 2’ € ['x}. It is known that, under
these geometric assumptions on w, and since f € Lip(R), there exists some time Tiyi, =
Tnin(©2,w) > 0 such that the wave equation (5.3.1) is exactly controllable in any time
To > Tinin, see [112, 277] and also [88, Section 7.2] (see also the introduction of [150] for
an ample survey of controllability results for semilinear wave equations). These results
are extensions of the one-dimensional results in [280].

We may now state our main result in the context of the wave equation.

Theorem 5.2 (Turnpike). Suppose that f € Lip(R) and Q C R? are such that (5.3.3) ad-
mits at least one solution, and lety € H}(Q) be any such solution. Let ¢ € CO(L?(Q);R,),
and suppose that w is as in (5.3.4). For any y° € H}(Q) x L%(Q), there exists a time
T* > Thin(w, ) and constants C1,Cy > 0 and p > 0, such that for any T > T, any
global minimizer ur € L?((0,T) X w) to Jr defined in (5.3.2) and corresponding optimal
state yr solution to (5.3.1) satisfy

lyz(®) = Tl sy + 10wz (1) 2y < Ca (7 4+ e7#T=0)

for allt €10,T], and
lurll 20,1y xw) < C2.
Moreover, i > 0 is independent of y°.

The proof of turnpike (see Section 5.6) is identical to the finite-dimensional case. Some
technical adaptations are however needed for obtaining the quasi-turnpike bounds, wherein
one uses the Duhamel formula for mild solutions in view of applying an integral Gronwall
argument, in the spirit of the ODE setting.

Remark 5.3.1 (On the choice of Jr). We note that in existing turnpike results for the
wave equation, e.g. [127, 260, 283/, a slightly weaker functional is sometimes considered.
For instance, in [283] for the linear wave equation, only the L*(0,T; H}(2))-norm of
y — 7y is penalized, and not the L?((0,T) x Q)-norm of dyy, yet turnpike is shown to
hold for the full state (y,0:y). This is justified by the equipartition of energy property,
which states that, along a given time interval [0,T], the energy concentrated on the y
component in H}(Q) and on the dyy component in L?(S)) is comparably the same up to
a compact remainder term. We choose to work with a functional penalizing the full state
of the system due to the specificity of our proof strategy.

Similarly to the finite-dimensional case, when ¢ = 0 in (5.3.2), Theorem 5.2 entails an
exponential stabilization property for the optimal states, namely

Corollary 5.3.2 (Stabilization). Suppose that ¢ = 0 in Jr defined in (5.3.2). Under
the assumptions of Theorem 5.2, there exists a time T* > Tyin(w, Q) and constants
C1,Co, > 0 such that for any T > T*, any global minimizer ur € L*((0,T) x w) to Jr
defined in (5.3.2) and corresponding optimal state yp solution to (5.3.1) satisfy

Iy () = Tl () + 10ey7 (D)l o) < Cre™

for allt €10,T] and
lur L2 0,1y xw) < Ca-
Moreover, 11 > 0 is independent of y°.
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5.3. Infinite-dimensional systems

5.3.2 Semilinear heat equation

To complete our presentation, we will also discuss control systems of the form

Oy —Ay+ f(y) =ul, in (0,7)xQ
y=20 on (0,7) x 09 (5.3.5)
Yltmo = ¥ in Q,

were f € Lip(R), w C € is any open, non-empty subset, whereas y° is a given initial
datum. It is well-known that for any given T > 0, y° € L?(2) and u € L*((0,T) x w),
there exists a unique globally-defined solution y € C°([0,77]; L?(2)) N L2(0,T; HE())
to (5.3.5).

We will again study global minimizers ur € L?((0,7) X w) to nonnegative functionals of
the form

T T
Jr(u) = / ly(t) = T2y dt + / ()22, dt, (5.3.6)

and the corresponding solution y7 to (5.3.5) in the regime 7' > 1. Once again, j € L?(Q)
is a running target which we select as an uncontrolled steady state, namely a solution to
(5.3.3). The existence of minimizers to Jp defined in (5.3.6) follows by the direct method
in the calculus of variations.

Theorem 5.3 (Stabilization). Suppose that f € Lip(R) and Q C R are such that
(5.3.3) admits at least one solution, and let y € HE(Q) be any such solution. For any
y? € L?(Q), there exists T* > 0 and constants Cy,Cy, > 0 such that for any T > T,
any global minimizer ur € L*((0,T) x w) of Jr defined in (5.3.6) and corresponding
optimal state yr solution to (5.3.5) satisfy

llyr(t) — yHLQ(Q) < Cre

for allt €10,T], and
lur L2 0,1y xw) < Ca.

Moreover, 1 > 0 is independent of y°.

We refer to Section 5.7 for the proof.

We consider the heat equation in addition to the wave equation because of the validity
of the PDE analog of Definition 6.4.1. The heat equation is exactly controllable to
controlled trajectories, namely solutions 3 to (5.3.5) for given controls @. Instead of an
estimate such as (5.2.7), one has [[u = | 12 (0.1 xw) < C(T0) ||4° — §(0)||L2(Q) (see e.g.
[219, Lemma 8.3] and the references therein) for minimal L?>-norm controls u steering
y to ¥ in time Ty. Such an estimate does not suffice for applying our methodology, as
we clearly need to estimate the minimal L?-norm control by means of the distance of
the initial data to the target. Nonetheless, we illustrate that the stabilization result can
be shown independently of the turnpike result. Indeed, the proof closely follows that of
Theorem 5.1, with the exception that we only need to perform the bootstrap forward in
time, whence we do not require that the system is controllable to anything else but a
steady state. We refer to Section 5.7 for more details.

The semilinear heat equation is a commonly used benchmark for nonlinear turnpike
results, thus this example serves to compare with existing results, such as those in [218].

Remark 5.3.3 (On the nonlinearity). The assumption that f is globally Lipschitz in
(5.3.1) and (5.3.5) could perhaps be relaxed to a locally Lipschitz f (for which blow-up
is avoided and controllability is ensured — for instance, f(y) = y®), under the condition
that one can show a uniform L>®((0,T) x Q)-estimate of yr with respect to T > 0.
Arguments of this sort in the context of turnpike can be found in [218] under smallness
assumptions on the target. We refer to the end of Section 5.8 for a discussion of a
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Chapter 5. Turnpike in Lipschitz-nonlinear optimal control

(possibly technical) impediment encountered in applying our methodology to the cubic heat
equation. In addition to the controllability properties it entails for (5.3.1) — (5.3.5) as
blow-up is avoided,we use the Lipschitz character of f in the estimates in Lemma 5.6.1,
Lemma 5.6.3 and Lemma 5.7.1.

5.4 Preliminary results

We begin by presenting a couple of simple but important lemmas, containing bounds of
the quantity ||y(¢) — || for both the nonlinear ODE and PDE setting, solely by means
of ||y° — 7|| and the tracking terms appearing in the functional Jr. These bounds would
thus imply that bounding the functional Jp uniformly in 7" would entail a bound for the
desired quantity |y(t) — ||

Let us begin with the ODE estimate.
Lemma 5.4.1. Let T > 0 be given, and let j € R? be as in (5.2.4). For any data
u € L20,T;R™) and y° € R4, let y € C°([0,T);RY) be the solution to (5.2.1) with

y(0) = y°. Then there exist constants Cy = C1(f,y) > 0 and Cy = Co(f) independent of
T such that

Iyt =3l < € (11s° = 7l + Nullzeo.rmm + Iy = Tz o700 )

holds for all t € [0, T], where
C = Cl exp (CQHUHLZ(O,T;R’”)) .

As insinuated by the form of the constant in the estimate, the proof follows a Gronwall
argument. However, as this constant depends on T only through the L?-norm of the
control u, we present the proof for the sake of clarity.

Proof of Lemma 5.4.1. Let us first suppose that ¢ € [0,1]. By integrating the equation
satisfied by y, and using the fact that fo,..., f,, € Lip(R%R?) and ¢t < 1, as well as
Cauchy-Schwarz, it may be seen that

1909 =71 < Co (" = 71+ Il o )
for some Cy = Cy(f) > 0.

Now suppose that ¢ € (1,T]. We begin by showing that for any such ¢, there exists a
t* € (t — 1,t] such that

ly(t*) — 9l < lly = FllL20,17ire)- (5.4.1)

To this end, we argue by contradiction. Suppose that

ly@) =9l > lly — Yllez2(0,7:re)

for all t* € (t — 1,t]. Then

T t
ly = Fll72 0,724 :/0 ly(t) —7]1* dt >/ 1 ly(r) =7l1* dr > lly = Tl 22 (0,724
t—

which contradicts the hypothesis. Thus (5.4.1) holds.
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5.4. Preliminary results

Consequently, we know that there exists t* € (¢ — 1,¢] such that (5.4.1) holds. By
integrating the equation satisfied by y in [t*,t], namely writing

t

y(t)—y=y<t*>—y+/

*

fo(y) + Zujfj(y) dr
=y(t*) -y + /t (fo(y) = fo(¥)) dr + /t Zuj (fily) = ;@) dr

+ /t ;ujfj@) dr,

we see that, by using the Lipschitz character of fy,..., fn and Cauchy-Schwarz for the
sums,

t

Iy —7ll < () 7l + Co(f) /

t*

(14 1) o) =3 dr+Cr(2.5) [t ar

Now applying a combination of Cauchy-Schwarz, the fact that ¢t —¢* < 1, (5.4.1), and the
Gronwall inequality to the inequality just above, we obtain

t
ly(®) =l < Coexp Cg(f)\/1+ hulr) 2 dr | (ly = Tl 0,220y + Nl oo zimoy )
t*

for some Cs(f,7) > 0 and C3(f) > 0, from which, using \/2? + 2 < x + y for x,y > 0,
the desired statement readily follows. O

Remark 5.4.2. Let us make two brief observations.

o We note that in the case where the running target is (u,y) with f(g,w) = 0 and
w # 0, and thus we minimize Jr defined in (5.1.4), we argue as above to obtain a
bound of the form

ly(t) =7l < C (Hyo - ?H + lu = @l L2 0,7mm) + 1Y = Tl 220, 75m9))

with C ~ exp (||u — ﬂ||L2(O,T;R'm)). Obtaining a dependence of the constant C' with
respect to ||u — || 2o, r;rmy rather than just ||ul|p2crrmy s important, as by us-
ing the functional and optimality arguments, we will be able to obtain a uniform
bound with respect to T of the former, which does mot necessarily entail a bound
on the latter. The argument for deducing such a bound is identical to the proof
of Lemma 5.4.1 — assume that m = 1 for notational simplicity, and observe that,
since fo(7) +1f1(7) = 0,

W=7 =9t =7 + [ (o) = @) ds+ [ (=) (h() - H@) ds
+ [ w—m @ s+ [ 7o - @) ds

One may then proceed as before.

o [t may readily be seen that if the control is of additive rather than multiplicative
form, i.e. if fi,..., fin are nonzero constants, then the constant appearing in the
estimate provided by Lemma 5.4.1 will not depend on the time horizon T.

We state and prove an analogous result for the semilinear heat equation (5.3.5). The
proof is almost identical to the ODE case, but we sketch it for the sake of clarity.
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Lemma 5.4.3. Let T > 0 be given, and lety be as in (5.3.3). For anyu € L*((0,T) X w)
and y° € L?(Q), let y € C°([0,T]; L*(2)) N L2(0,T; HE () be the unique weak solution
to (5.3.5). Then there exists a constant C = C(f) > 0 independent of T such that

l9(8) = Flzz) < € ([18° = Tl o ey + Nl 2oy + Iy = Fllzzcomyxe)

holds for all t € 0,T].

Proof of Lemma 5.4.5. The proof closely follows that of Lemma 5.4.1. We first note that
by uniqueness, y — 7 can be shown (see [12]) to coincide with the unique mild solution to

Dz Azt f(z47) — [ =uls i (0,T)xQ
z=0 on (0,T) x 00
zle—o =y° -7 n Q

which is given by the Duhamel /variation by constants formula:

—g=e20 -7 te(t_S)Aus wds — te(t_s)A — f(m))ds, 4.
y(t) — 7= B0 —7) + / (5)L,d / (F) - f@)ds,  (5.42)

where {em} +~0 denotes the heat semigroup on L?(Q)) generated by the Dirichlet Lapla-
cian —A : H2(Q) N HY(Q) — L2(Q2). Of course, (5.4.2) is interpreted as an identity in
L?(2). We may thus proceed and use (5.4.2) throughout.

First suppose that 0 < ¢t < 1. Using the well-known property HemH < e MOt 1 of the
heat semigroup (where A;(€2) > 0 denotes the first eigenvalue of the Dirichlet Laplacian),
and the Lipschitz character of f, we find using (5.4.2) that

ds

t
ly(®) =Tl < [l & = 7)oy + / [e=2 )], .,

ds
L2(Q)

# [ e - @)

t
< =Tl ey + [ T lzsco ds
t
+Co [ 1190 - Tz ds
0

where Cy = Cy(f) > 0 is the Lipschitz constant of f. As ¢ < 1, we may use Cauchy-
Schwarz and Gronwall to conclude.

Now suppose that ¢ € (1,7]. Arguing as in the proof of Lemma 5.4.1, we know that
there exists a t* € (¢ — 1,t] such that

ly(t*) =Tl < v —Fllz2o0.m)x0) (5.4.3)

holds. By writing the Duhamel formula for y — 3 in [¢*,t], namely writing

y(t) — 7 = e (y(t*) —7) + / =92y (5) ds / B (f(y) — f()ds

£+ *

we see just as before that

t t
190 = Tz < 1) =Ty + [ (o) iz ds+Co [ 1) = Fluocey ds
;

where Cy = Co(f) > 0 is the Lipschitz constant of f. Using the fact that t* —¢ < 1 and
(5.4.3), we may, as before, apply Cauchy-Schwarz and Grénwall to conclude. O
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5.5. Proof of Theorem 5.1

We finally show the analog estimate for the semilinear wave equation, which is, after
defining the proper functional setup, identical to the proof of Lemma 5.4.3.

Lemma 5.4.4. Let T > 0 be given, and let y be as in (5.3.3). For anyu € L?((0,T) x w)
and y° = (y7,93) € H5(Q) x L*(Q), let y € CO([0,T]; Hj(2)) N C([0,T]; L*(Q)) be
the unique weak solution to (5.3.1). Then there exists a constant C = C(f,Q2) > 0

independent of T' such that

() = ¥lla1 @) + 10y (@) 2 ()
<C (Hy? —?HHé(Q) + ||ngL2(Q) + lull 22 0,7y xw) + 1Y —?”Hg((o,T)xQ) =+ ||3ty||L2((o,T)XQ)>

holds for all t € 0,T].

Proof of Lemma 5.4.4. Once (5.3.1) is written as a first order evolution equation in an
appropriate Hilbert space X, the proof is identical to that of Lemma 5.4.3. Define the
energy space X := H}(Q) x L?(2), and consider the closed, densely-defined operator

A= [& Iﬂ , D(A) = D(A) x H2(Q),
where D(A) = H?(2) N HY(Q). The operator A is skew-adjoint and thus generates
a strongly continuous semigroup {etA} >0 I X by virtue of the Stone-Lumer-Phillips

theorem (see e.g. [262, Theorem 3.8.6]). We now denote

=il v[5]

Analog arguments to those in Lemma 5.4.3 lead us to deduce that

—-y =é -y te(tfs) 0 s
y(H) -7 =4 (y° - ¥) +/0 A {u(s)lw—f(y(s)wf(y)} d (5.4.4)

for t > 0 is the unique mild solution to the equation satisfied by the perturbation y—y. Of
course, (5.4.4) is interpreted as an identity in X. By virtue of the conservative character
of the semigroup, namely ||etAg||X = |lg|lx for all ¢ > 0 and g € X, we see that one
may apply precisely the same arguments as in the proof of Lemma 5.4.3, this time to
the integral formulation (5.4.4) in X (with an intermediate application of the Poincaré
inequality after using the Lipschitz character of f) to conclude. O

5.5 Proof of Theorem 5.1

In this section, we present the proof of Theorem 5.1, Corollary 5.2.4 and Corollary 5.2.5.
The proof of Theorem 5.1 requires a couple of preliminary results. In particular, we will,
by means of a quasi-turnpike control strategy, provide bounds — uniform with respect
to the time horizon T— of the tracking terms appearing in the definition (5.2.3) of the
functional Jr for the optimal control-state pairs (ur,yr).

5.5.1 Quasi-turnpike lemmas

Both of the following results are heavily based on the specific choice of target y as a
steady state of the nonlinear system with 0 control, and on the Lipschitz character of
the nonlinear terms.

We begin with the following lemma.

Lemma 5.5.1. Let y° € R? be given, and assume that system (5.2.1) is controllable in
some time Ty > 0. Let T > 0 be fived, and let up € L*(0,T;R™) be a global minimizer to
Jr defined in (5.2.3), with yr denoting the associated solution to (5.2.1) with yr(0) = y°.
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Chapter 5. Turnpike in Lipschitz-nonlinear optimal control

Then, there erxists a constant C = C(f, ¢, To,,y°) > 0 independent of T > 0 such
that

lurll 20, 7mmy + 1y7 = ll 20, 7irey + lyr(t) =7 < C (5.5.1)
holds for all t € [0,T].

\

é
Ty T

Figure 5.3: Proof of Lemma 5.5.1. The first two terms appearing in (5.5.1) also
appear in the functional Jr(ur). We thus construct an admissible quasi-turnpike control
u?"™ (red), for which the corresponding state y*"* (blue) coincides with § over (Tp, T).
In this way, as Jp(ur) < Jr(u®™), and Jr(u®™) is independent of T', we can conclude.
The estimate of the third term then follows from Lemma 5.4.1.

e

\

To

444%4-[44444444444

Proof of Lemma 5.5.1. We begin by considering the case T > Tj. Using the controlla-
bility assumption, we know that there exists a control u! € L?(0, Tp; R™) such that the
corresponding solution y' to

{y* = f(y',ul) i (0,Tp)
y'(0) =°

satisfies 3T (Tp) = 7. Now set

uaux(t) o UT (t) in (O,To)
o in (Ty, T)

and let 4™ be the corresponding solution to (5.2.1) with y2*(0) = y°. Clearly y*"*(t) =
g for t € [Ty, T]. Hence, using ¢ > 0 and Jr(ur) < Jr(u®), we see that

llyr — ?Hiz(o,T;Rd) + ||UT||2L2(0,T;Rm) <o) + ||yT - y”i,?(O,Tg;Rd) + HUTHi?(O,TO;R’”) :
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5.5. Proof of Theorem 5.1

As the right hand side in the above inequality is clearly independent of T', we conclude the
proof by applying Lemma 5.4.1 after noting the uniform boundedness of |[ur||2(0,7;rm)
with respect to T' > 0.

Now suppose that T < Ty. In this case, we use ¢ > 0 and the optimality inequality
Jr(ur) < Jr(ur,+1) with the effect of obtaining

2 2
lyr — yHLZ(o,T;Rd) + ||UT||L2(0,T;Rm)

_2 2
< O (Wr+1(T)) + llyro+1 — yHLz(O,T;Rd) + HUT0+1||L2(0,T;Rm)

Now the trajectory yz,+1 € C°([0, Tp + 1];R?) is uniformly bounded with respect to T
by virtue of the case presented just above. Whence, using the continuity of ¢, as well as
T < Ty, we may conclude that

2 2
lyr — yHLZ(o,T;Rd) + ||UT||L2(O,T;R"L) <C
for some C' > 0 independent of T. We may use Lemma 5.4.1 to conclude. O

We will now focus on an auxiliary control problem with fized endpoints. Namely, given
y™,y™ € R% and 0 < 7y < 75 < T, this problem consists in minimizing the nonnegative

functional
T2

Ty () = / v — gl de + / u(t)| dt (5.5.2)

1 T1

over all u € 4,4, where y € C°([r1, 72]; R?) denotes the unique solution to

{g = fly,u)  in (m,72)

y(r) =y™ (5:5.3)

where
Yaa := {u € L (11, 7, R™): y(m2) = y™ }.

The following lemma is of key importance in what follows. It ensures that the optimal
controls (for J, ,,) and trajectories are in fact bounded by means of the distance of the
starting point y™ and endpoint y™ from the running target 3. This estimate will be the
cornerstone of the bootstrap argument performed in the proof of Theorem 5.1.

Lemma 5.5.2. Let 5y € R? be as in (5.2.4), and assume that system (5.2.1) is con-
trollable in some time Ty > 0 in the sense of Definition 6.4.1. Let r > 0 be the radius
provided by Definition 6.4.1, and let y™,y™ € R be such that

ly™ =gl <

fori=1,2. Let 0 < 71 < 19 < T be fized such that 7o — 71 = 2Ty, and let ur € U,q be a
global minimizer to J., ;, defined in (5.5.2), with yr denoting the associated solution to
(5.5.3) with yr(m2) = y™.

Then, there exists a constant C = C(f, Ty, y,r) > 0 independent of T, 11,72 > 0 such
that

2 —2 2 —2 —2
lur 2y iy + 197 = Ul 27, ymay + lyr(8) = 71" < C (lly™ = 7II" + lly™ -7l
( ) ( )

holds for all t € [11,72]. Moreover, the map r — C(f,To,y,r) is non-decreasing as a
function from Ry to Ry.

The key idea of the proof of Lemma 5.5.2 lies in the construction of an auxiliary subopti-
mal quasi-turnpike control (steering the corresponding trajectory from y™ to y™ in time
T9 — 71, whilst remaining at § over an interval of length 7 — 71 — 2T}; see the figure just
below) in view of estimating each individual addend of J;, -, (ur), which is the minimal
value of the functional J;, ,,. This construction will yield the desired result.
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\

T1

U (7)) 1+ T T2 — To

44444415]44..444444

Figure 5.4: Proof of Lemma 5.5.2. The first two terms appearing in the estimate
implied by Lemma 5.5.2 also appear in the functional J, -, (ur). We thus construct
an admissible quasi-turnpike control u*"* (red), for which the corresponding state y*"*
(blue) coincides with § over (71 + Ty, 72 — Tp). In this way, as Jr, -, (ur) < Jry 7 (W),
and J;, -, (u*) is independent of T, 7y, T2, we can conclude. The estimate of the third
term then follows from Lemma 5.4.1.

\

44415144..44444444444L44

Proof of Lemma 5.5.2. Using the controllability assumption, we know the following.
e There exists a control uf € L?(r, 7 + Tp; R™) satisfying

6172y, ey < CCT0) 5™ =T (5.5.4)

for some C(Ty) > 0, and which is such that the corresponding solution y! to

(5.5.5)

{y* =f(y' ') in(m, 7+ To)
y'(r) =y™

satisfies yf (1, + Tp) = 7. By integrating (5.5.5), and using the Lipschitz character
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of fo,..., fm, Gronwall’s inequality, Cauchy-Schwarz and (5.5.4), we see that

g 0 < Co (Iy™ 1+ 6 2y 2y ooy + 1) 52 (Collulll e, 1)
g™+ ly™ =5l +1) exp (C1 ly™ ~ 3 )
C1 ( ly™ | +r+ 1) exp (Clr)

02( 7] + 7 + 1) exp (027«) (5.5.6)

NN

N

for some Cy = Co(f, To) > 0, C, = Cl(f, To) > 0, Cy = Cg(f, To) > 0, and for
every t € (11,71 +Tp). Then, by integrating (5.5.5) once again, and using fo(7) = 0,
Cauchy-Schwarz and (5.5.6), we moreover see that

oo~ <l =3l + [ 3 || 15600 s+ [ 76" - 1@ as

<™ =3l + Csl|u oy ey + C) [l (5) = 7] s
T1
(5.5.7)

for some Cs(f,To,r,y) > 0, with C(f) > 0 being the Lipschitz constant of the
vector fields f;. Finally, applying Gronwall’s inequality to (5.5.7) and using (5.5.4),
we deduce that

[y1(t) = 7]| < Caexp(C(NHTo)ly™ — 7l (5.5.8)

for some Cy(f, Ty, y,r) > 0 independent of T, 7,72 > 0, and for every t € (71,71 +
To). Note that in view of (5.5.6), both C5 and Cy are non-decreasing with respect
to the parameter r > 0.

e There exists a control u* € L2(r, 7 + Tp; R™) satisfying

2
||u ||L2(T1,T1+T0,Rm) (TO) ||y yT2 H ’ (559)
and which is such that the corresponding solution y* to

{yi =f(y' ') in(m, 7+ Th)
yi(n) =7

satisfies y¥(71+Ty) = y™. By integrating (5.5.10), and using the Lipschitz character
of fo,..., fm, Gronwall’s inequality, Cauchy-Schwarz and (5.5.9), we see that

(5.5.10)

I @I < Cs (171 4+ 102y oy + 1) 0 (Cs [0 o, 1,y )
< Co( 7l + 7=y + 1) exp (Co |7 — ™1
< Co( Il +7+1) exp (Cor) (5.511)

for some C5(f) > 0 and Cgs(f,Tp) > 0, and for every ¢ € (11,71 + Tp). Then, by
integrating (5.5.10) once again, and using fy(y) = 0, Cauchy-Schwarz and (5.5.11),
we moreover see that

I3l < [ S o] I as+ [ 6) - o] as

le 1

< Cr [l 2 +(f) [ |lv's)—7) ds  (55.12)

(71,71 +To;R™)
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for some C7(f, Ty, r,y) > 0, with C(f) > 0 being the Lipschitz constant of the vec-
tor fields f;. Finally, applying Grénwall’s inequality to (5.5.12) and using (5.5.9),
we deduce that

lvt(t) - 7] < Csexp (C(HT) 57 7 (5.5.13)

for some Cs(f,To,7,r) > 0 independent of T, 71,72 > 0, and for every ¢t € (11,71 +
To). Note that in view of (5.5.6), both C7 and C§s are non-decreasing with respect
to the parameter r» > 0.

Now set
uT(t) in (11,71 + To)

uaux(t) = 0 in (Tl + To, Ty — To)
ui (t—(TQ—Tl—To)) in (7-2_T0,7-2)7
and let y*"* be the corresponding solution to (5.5.3). By construction, we have
v () =y (1) in [y, 71+ Tol,
and thus
yaux(t) = g in [7’1 + To, T2 — To], (5514)
whereas we also have y*"*(12) = y™, whence u®"™ € $l,q.

We now evaluate J,,, ,, at u®"*, which by virtue of a simple change of variable as well
as (5.5.14), (5.5.4), (5.5.8), (5.5.9) and (5.5.13), leads us to

Iri s (uaux) = HuTHLz(n,nJrTo;Rm) + HuiHL2(T1,n+T0;Rm)

T1+7o 9 T1+To 9
+/ vt (@) -7 dt+/ ly* (@) — 7| dt

1 T1

< Cg(llﬂ—yﬁl\2+ H?—y”ll2) (5.5.15)

where Cy = Co(f,7,To,r) > 0 is independent of T, 7,72 > 0, and is non-decreasing
with respect to r. Hence ur € U,q is uniformly bounded with respect to T, 7,72 > 0, as
in view of (5.5.15) we have

—n2 2
lyr — y”L?(nn—z;Rd) + ||UT||L2(7—1,7-2;R7") < Jrym (ur) < Iy (u™)

_ 2, 1= 2
<Co(l7 =™ I+ 17— I )-
An application of Lemma 5.4.1 combined with the uniform boundedness of |[ur|| 12 (r, 7,;rm)
with respect to T, 7o, 71 > 0 suffices to conclude.
Before proceeding with the proof of Theorem 5.1, we will need the following key lemma.

Lemma 5.5.3. Let X be a Banach space, T > 0 and f € C°([0,T]); X). For any T < %,
there exist t1 € [0,7) and to € (T — 7,T) such that

Iftets < PIEOT0 gy i
Proof of Lemma 5.5.3. Denote
Hf”LQ(O,T;X)
n(r) == — &
We argue by contradiction. Assume that either
lf®)|lx > n(r) for all t € [0,7)
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or
If®)lx > n(r) for all t € (T — 7, T).

hold. Then we have

T T T
/ 1A% dt > / 1F(8)]% dt + / 1F(0)]% dt > (r)?.
0 0 T—7

Hence .
1
weP <1 [ 1Ol =)

which yields a contradiction. This concludes the proof. O

5.5.2 Proof of Theorem 5.1
We are now in a position to prove our first main result.

Proof of Theorem 5.1. We begin by noting that (5.2.9) follows immediately from Lemma 5.5.1.
We thus concentrate on proving (5.2.8) — we split the proof in two parts.

Before proceeding, let us first note that by Lemma 5.5.1, there exists some positive
constant C1(f, Ty, y,y°) > 0 such that whenever T > 27Ty,
lyr(t) — 7| < Cy for all ¢ € [0,T). (5.5.16)

Let » > 0 be the radius provided by Definition 6.4.1. By Lemma 5.5.2, we know that
there exists a constant Ca(f,To,7,r) > 0 such that for any 7,7 € [0,T] such that
To — T1 2 2T0 and

lyr(r:) =gl <r

for ¢ = 1,2, the estimate

lyr(®) =7l < Ca(llyr(r2) =7l + lyr(r) ~ 7 for all t € [r1, 7]

holds. Now let o2 acece
7> 1605 + — + —5—
r T

+ Ty (5.5.17)

and let
T > 274+ 2T,

be fixed. The choice of the "buffer" time 7 will become clear in what follows (in fact, it
will also be seen that 1™ := # in the statement of the theorem).

Part 1: We note that for ¢t € [O, T+ TO} and t € [T — (r 4+ To), T], the desired estimate
(5.2.8) can be obtained without too much difficulty, as the length of both time intervals
is independent of T'. Indeed, by (5.5.16), for any © > 0 we have

lyr(t) —g|| <Ci=Crett e
< CpetTH) (e‘“t + e_“(T_t)) (5.5.18)

for t € [0,7 + Ty], and
lyr(t) =7l < Oy = CretT=H emn(T=0
< Ole,u(‘r+T0) (eﬁut + e*l‘(Tft)> (5519)

fort € [T — (14 To),T].

Thus, it only remains to be seen what happens when t € [’T +To, T —(7+ TO)}. We will
address this case by means of a bootstrap argument in Part 2 just below.

Part 2: We now aim to show (5.2.8) for t € [7+ Ty, T — (7 + Tp)]. To this end, we
proceed in three steps.
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Step 1).

Step 2).

Preparation. Since 7 < %, by Lemma 5.5.3 and Lemma 5.5.1, there exist a couple
of time instances 7 € [0,7) and 72 € (T — 7,T] such that

llyr — y||L2(0,T:R“‘) < ﬁ

lyr(r:) =9l < NG S

(5.5.20)

Note that, by virtue of the choice of 7 in (5.5.17), we have that % < r and thus

lyr(m) =yl <r (5.5.21)

also holds. We shall now restrict our analysis onto [71, 72|, and extrapolate onto the
subset [7,T — 7]. First note that up|, -] is a global minimizer? of J;, ;, defined
in (5.5.2) with fixed endpoints y™ = yp(m) and y™ = yr(72), and thus clearly
YT |ir, ) SOIVes (5.5.3). As

T2—71>T—2T>2T0,

in view of (5.5.21), we may use Lemma 5.5.2 with the effect of deducing that

lyr(®) =3 < Ca(llyr(r) = 71 + lyr(r2) - 1) (5522

holds for all ¢ € [ry, T2]. Setting

K:=max<q 1 ﬁ
A 702 ?

and applying (5.5.20) to inequality (5.5.22), we deduce that
202
VT

holds for all ¢ € [11, T2]. As 71 < 7 and T — 7 < 7o, estimate (5.5.23) clearly holds
for all ¢t € [T7T—T}.

lyr(t) =¥l <k (5.5.23)

Bootstrap. Inequality (5.5.23) motivates performing a bootstrap — we will show
that for any n € N satisfying
1 /T
n < - ( - TO) )
T\ 2

lyr(t) — 7] < = 40\ for t € [nr, T — n7] (5.5.24)
-7 < = 7, T —nt|. 0.
yr =Sy \

The choice of n is done as to guarantee that T — 2n7 > 2T} in view of a repeated

application of Lemma 5.5.2. Note that (5.5.22), combined with the choice of 7 in
(5.5.17), also implies that

one has

lyr(t) =7l <r (5.5.25)
for all t € [7,T — 7].

To prove (5.5.24), we proceed by induction. The case n = 1 clearly holds by
(5.5.23). Thus, assume that (5.5.24) holds — we aim to show that (5.5.24) holds at

step n + 1. To this end, let
1 /T
T\ 2

2This can be shown by contradiction.
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Step 3).

This clearly implies that
T —2n1
5
As in Step 1, since T' — 2n7 > 2Ty, it can be seen that ur|,-7—n-) is a global min-
imizer of J,,r_n- defined in (5.5.2). Taking these facts into account, and noting
that (5.5.25) holds®, we can apply Lemma 5.5.3 on [n7, T —n7] (note (5.5.26)), and
Lemma 5.5.2 with 71 = n7 and 75 = T — n7, to deduce that there exist a couple of
times ¢1 € [n7,(n+1)7) and t; € (T — (n+ 1)7,T — n7] such that

(5.5.26)

T

lyr = Fll L2 (nr, 7 —nriRa)

ti) — 7| <
lyr(ts) 31 o
< & (Jye(nr) 7l + lyr (@ —nr) ~ 31
< —= T) — —nT) —
JT yr Yy yr Y
We now use the induction hypothesis (5.5.24) to obtain
_ 20, (4C3\"
)~y <k—F—=|—F7 5.5.27
(e~ <522 (22 (5.5.27)

Now since
tg —tl ET—Q(H—FI)T 2 2T0,

and since ur|j, ¢, is a global minimizer of J;, 4, defined in (5.5.2), combining
Lemma 5.5.2% and (5.5.27) we are led to deduce that

lyr(®) =3l < Ca(llyr(t) = 7l + lyr(t2) - 7))

/<;4022 4022 "
<-——4= (= 5.
\2f<f (5.5.28)

for t € [t1,t2]. Since t; < (n+1)7 and T — (n + 1)7 < to, estimate (5.5.28) clearly
also holds for ¢ € [(n+1)7,T — (n+ 1)7|. Identity (5.5.24) is thus proven.

Conclusion. We now look to use (5.5.24) as to conclude the proof. Suppose that
te[r+Ty,T— (1+Tp)]. We set

n(t) = min{ LthToJ ’ LTJ;oJ } ’

where |z] denotes the integer part of z € R. Clearly n(t) > 1 and

nt)r <t < T —n(t)r.

Moreover, since z +— @ is non-decreasing,

T T2 Toy) — 2T
n(t) < _ (T+ 0) 0
2(r+To) 2r 2(v+To)
T T —2T,
< -
2T T
1 /T
=~ (= -m).
T <2 0)
We may then apply (5.5.24) to obtain
Kk (4C2 n(t)
t)—yll <7 | — . 5.5.29
e -3 <5 (42) (5.5.29)

3Note that nT > 7 and T —n7t < T — 7, so (5.5.25) also holds for ¢t € [n7, T —nr], hence Lemma 5.5.2
is applicable.
4May be applied once again since (5.5.25) holds for t =t1 > 7 and t =t2 < T — 7.
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2
As 7 > 16C3, we see that % < 1. Moreover, since either n(t) > {TtToJ —1lor

n(t) > [TZ}ZJ — 1 holds, we may rewrite (5.5.29) to obtain

K T
_7l <X _ N~z
lor(®) =7 <5 exp (-n(0108 (25 ) )
K T log (32 ) log (47
<2V fexp | —— 22t | +exp | ———22(T—1) | |.
24C2 T+ T T+ Ty
(5.5.30)

Whence, (5.2.8) holds for all t € [7+ T, T — (7 + Tp)], with

kT
T2 402

and

\/;
._bg(i%)>0 (5.5.31)
W= —— . 9.

By virtue of (5.5.18), (5.5.19) and (5.5.30), we deduce that (5.2.8) holds for all ¢ € [0, T7,

with T% := 7 + Ty,
Kk AT
C := max {C’l, 5 74022 }
and p as in (5.5.31). This concludes the proof. O

5.5.3 Proof of Corollary 5.2.4

Let us now provide a proof to Corollary 5.2.4.

Proof of Corollary 5.2.4. By Theorem 5.1, with ¢ = 0, there exist constants C7 > 0 and
w1 > 0 such that

lyr(t) — 7l < Cy (e—mt n e—;l,l(T_t))
holds for all ¢ € [0,T]. We now distinguish two cases.

o Ift e [0, %}, we also have
lyr(t) — 7| < Cu (e—w + e_’“(T_t)) < 20 ek, (5.5.32)
The desired estimates thus holds in this case.
o We now consider the case t € [%, T]. First set

ur(t) for te {0, 721}

u™(t) == T
0 for t € {2,T] .

The state y*"*, solution to (5.2.1) with y*™*(0) = y° associated to u®"* is precisely

T
yr(t) for te {O, 2}

T T
yr (2) for t e {2,T} .
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Using the inequality Jr (ur) < Jp (u*™) along with (5.5.32) gives

[ @i as e ot < [ o (3) -9

T T
T
< / ACT exp(— T) dt
T

2
dt

2

2

< 207T exp(—mT)

T
< Coexp (—,ul 4) , (5.5.33)

for some C5 > 0 independent of T > 0.
Now by Lemma 5.4.1, for any t € [%,T] ,

_ T _ _
lyz () =3l < Cs { ||lyr { 5 ) = || + lurllpe(z pmm) + 197 =l L2 (2 ey

for some C3 > 0 of the form

03 ~ exp (HUT”IP(%,T;R’”)) .

In view of (5.2.9), ||UT||L2(Z TR™) is bounded uniformly with respect to T, and
DR

thus C5 > 0 is independent of 7. Combining the above estimate with (5.5.33) leads
us to

T t
lyr(t) =7l < Cyexp (—m 4> < Cyexp (—ul 4) : (5.5.34)

for some C, > 0 independent of 7" > 0 and for all ¢t € [%, T].

Combining (5.5.32) and (5.5.34), we see that for Cs := max{2C1,Cy} and p := £, the
stabilization estimate
lyz(t) =7l < Cse™"",

for all ¢ € [0, T]. This concludes the proof. O

5.5.4 Proof of Corollary 5.2.5

We finish this section with the proof of Corollary 5.2.5, which stipulates an exponential
decay of optimal controls in the context of driftless control-affine systems, namely (5.2.1)
with a nonlinearity of the form

Flysw) = uif(y) for (y,u) € R* x R™. (5.5.35)
j=1

We recall that, here, fi,..., fm € Lip(R% R4).
We begin with the following simple result.

Lemma 5.5.4. Let Ty > 0, y° € R? and ug, € L?(0,To; R™) be given, and let yp,, €
CY([0, Ty]; R?) be the unique solution to

{ZJTO = f(yr,,ur,) in (0,Tp)

v (0) = )0 (5.5.36)

with f as in (5.5.35). Let T > 0, and define

T T
ur(t) == ?OU,TO <tj?> for t€[0,T],
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and

T

Then yr € C°([0,T]; RY) is the unique solution to (5.2.1) with yr(0) = y° associated to
ur.

yr(t) ==y, (tTo> for te€0,T).

This sort of time-scaling in the context of driftless control affine systems is commonly
used in control theoretical contexts — a canonical example is the proof of the Chow-
Rashevskii controllability theorem, see [69, Chapter 3, Section 3.3]. We provide the short
proof for completeness.

Proof of Lemma 7.2.1. Using the fact that yr, is the solution to (6.7.3) and the change
of variable 7 = sTlO, we see that

wr(®) = m, (1) =+ | ™ om0 um )0

¢
Tp 1o 1o
= yO +/0 T‘f (yTO <7'T) 7U‘T0 <TT)> dT

="+ ; [ (yr(7),ur(r)) dr.

It follows that yr solves (5.2.1) with y7(0) = ", and we conclude by uniqueness. O
Proof of Corollary 5.2.5. As t — ||ur(t)||? is in L'(0,T), by the Lebesgue differentia-

tion theorem, we have

0 1 t+h )
lur@)|? = lim / luz(s)]? ds
t

for almost every t € (0,7). Hence, we will aim at estimating the integral on the right
hand side by constructing an appropriate auxiliary suboptimal auxiliary control, and
conclude by passing to the limit as h — 0. We will split the proof in two parts, namely
separate the proof of (5.2.11) (i.e. ¢ # 0) and (5.2.12) (i.e. ¢ = 0); they mainly differ in
the construction of the suboptimal auxiliary control required very last estimate (5.5.45)
before concluding.

Part 1: Proof of (5.2.11). Fix t € [0,T) and 0 < h < 1 so that t + 2h% + 2h € [0, T].
Let us set

ur(s) for s € 10,1

—t
—ur (t + 5 ) for s € (t,t—|— 2h2}
u?(s) =

2 2 2
ur(s) for s € (t+2h* +2h,T].

auX will become clear in what follows — the factor h in the third line

auxX - golution

The specific choice of u
will be essential in the subsequent estimates. By Lemma 7.2.1, the state y
to (5.2.1) associated to u®"* is precisely

yr(s) for s €0,

—t
yr (t+82 ) for s € (t,t+2h%]

Y (s) =

h+2 h+2
yT<< ; >s— er (t+2h2)+t+h2> for ¢ € (t+ 2h* t+2h° + 2h]

yr(s) for t € (t+2h>+2h,T].
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Note in particular that y*"™*(T") = yr(T'), whence ¢(y**™(T')) = ¢(yr(T)). Our goal is
then to rewrite the simple inequality Jr(ur) < Jr(u®"™) as to estimate the infinitesimal
average of |[ur(t)|* taken about ¢ by the infinitesimal average of ||yr(t) —7||* taken about
t, for which we have an exponential estimate by Theorem 5.1. We proceed as follows.

e On one hand, using the change of variable 7 := ¢ + 574 we see that

t+2h° t+2h? 2
2 1 s—t
aux ds = - d
[ e as= [ G (e 250 as
1 t+h? )
- / ur (1)||? dr. (5.5.37)
t

On another hand, via 7 := (£2) s — 222(¢ + 2h%) + ¢ + h? we sce that

t+2h24+2h
/ ™ (s)|2 ds

t+2h2
LH2h* 2 o h+2 h42 2
=/ ha up AL IR —(t+2h%) +t + h? ds
e 2h2 2 2 2
B2 t+h3+2h
=5/ lur (7)|]? dr. (5.5.38)
t+
Combining (5.5.37) and (5.5.38) and since 0 < h < 1, it follows that
t+2h2
/O s (s)]* ds = / (@)1 s [ ()1 ds
t+2h%+2h T
w o e [ )
t+2h2 t+2h2+2h
t ) 1 t+h? )
— [Mur@IF s 5 [ Jur @) dr
0 t
h+2 T+h?+2h T
- fur @ dr+ [ ur(lPdr
t+h2 t+2h2+42h
T 9 1 t+h 5
<[ lur@lds= 5 [ fur )1 ds
0 t
h t+h2+2h
+ = / lur (7)||* dr. (5.5.39)
2 Joine

e We now focus on rewriting the state tracking term. On one hand, by means of

T::t—i—% we see that
s—t _
T t+72 )

t+2h> ) t+2h?
[ e -t as= [
t t

t+h> )
= 2/ lyr () =" dr. (5.5.40)
t

2
ds

On another hand, via 7 := (£2) s — 222(¢ + 2h%) + t + h? we see that

t+2h>+2h )
[ e - s

t+2h2
t+2h%+2h ht9 ht9 2
:/ yT((+>s i (+2h2)+t+h2> 7|l ds
t+2h2 2 2
9 t+h%4+2h )
lyr (7) = ylI” dr. (5.5.41)

:h+2 t4+h2
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Combining (5.5.40) and (5.5.41) and since 0 < h < 1, we obtain

T t+2h2 )
/0 Iy (s) — 72 ds = / ly™(s) — 7I1? ds + / ly*(s) — 7 ds
t

t+2h%+2h ) T )
s e -l s [ ) gl ds

t+2h2 t+2h2+2h

t ) t+h? )
= [ =3 as+2 [ ur (1) =317 ar
t
9 t+h2+2h% ) T
vz ) @i ar [ )
t+

t+2h2+2h

T 9 t+h 9
< / lyr (s) — 71 ds + / lyr (s) — 7] ds. (5.5.42)
0 t

We may now proceed with the main argument. Using the optimality of up, and
applying (5.5.39) and (5.5.42), we see that

T T
Jr (ur) < T (u™™) = 6 (4™ (T)) + / g™ (s) — g ds + / [ (s)]? ds

t+h

= oyr(M)+ [ e =31+ [ e ) =1 s
T t+h
b [ ol as =5 [ o )7 as

h t+h%+2h
—|—§/ " l|lur(s)||* ds. (5.5.43)
t+

From (5.5.43), one clearly sees that

1 t+h ) t+h ) h t+h2+2h
3 / lur ()| ds < / lyr () 51 ds + / lur(s)ds.  (5.5.44)
t t t+h2

We combine estimate (5.5.44) with (5.2.8) to deduce that

1 [tth t+h ) t+h2+2h )
[ e ass g [ @ =g s [ furs)lPas
t t+

t+h 2 t+h2+2h
< 7/ (e—us+e—u(T—5)) ds+/ |lur(s)||? ds
h Jy t-+h?

C [tth 2 t+h?+2h
< 7/ (e—ﬂt 4 e—u(T—t—h)) ds +/ ||UT(S)||2 ds
h J; t+h?2

t+h24+2h

2
:c(e—ﬂf+e-M<T—f-h>) + / lur(s)|®>ds — (5.5.45)

t+h2

for some C' > 0 independent of T. Thus, by using the Lebesgue differentiation theorem
and the Lebesgue dominated convergence theorem (applied to the integrable function
s = lur ()L n2,t4-n242n)(5)) in (5.5.45), we deduce that

I 2 ”

ur®ll = Jim (5 [ Jur@)? ds) <0 (et penrn),
t

as desired.

Part 2: Proof of (5.2.12). This part is somewhat simpler due to the fact that ¢ = 0.
Hence the suboptimal control has a much simpler structure as we do not require a factor
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of h to deal with a remainder term as in (5.5.43). From there on, the arguments are
identical to those above.

Fix any ¢ € [0,T) and 0 < h < 1, so that ¢ + 2h € [0,T] and set

ur(s) for s € 0,1
1 —t

u™(s) == Jur (t 42 5 > for s e (t,t+ 2h]
ur(s — h) for s € (t + 2h,T).

By Lemma 7.2.1, the state y***, solution to (5.2.1) associated to u®"* is precisely
yr(s) for s € 10,1

U

yr(s —h) for t e (t+ 2h,T].

s—1t

) for s € (t,t+ 2h]

Arguing by means of simple changes of variable just as we did for obtaining (5.5.39) and
(5.5.42), and using the suboptimality of u®"*, we can readily see that

T T
h@ﬂ<h«ﬂﬂ=/HWW$ww+/|W“@—w%m
0 0

T—h 9 1 t+h )
— [ )P ds =5 [ Jur )P as
0 t
T—h ) t+h 5
+/ Mﬂ@—m|+/ lyr (s) — 72 ds
0 t
T ) 1 [tth )
</’MAm|m—§/ luz (5)| ds
0 t
T ) t+h )
+/ MA$—m|+/ lyr ()~ 712 ds.  (5.5.46)
0 t

From (5.5.46), one clearly sees that

1

t+h 9 t+h 5
3] T ds< [ e o) 317 as. (5547
t t

We combine estimate (5.5.47) with (5.2.12) to deduce that

1 t+h 9 1 t+h 5
[ P ass g [ et -9l ds
t t
t+h
< %/ e 21 ds

t
t+h
< 9 / e ds
hJy
= Ce 21, (5.5.48)
Thus by the Lebesgue differentiation theorem, using (5.5.48) we deduce that

1/

1 [tt+h )
]l = Jim (5 [ Jur(ol” as ) < ceon,
as desired. This concludes the proof. O
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5.6 Proof of Theorem 5.2

In this section, we provide details of the proof of Theorem 5.2. The proof of Corol-
lary 5.3.2 follows by repeating the proof of Corollary 5.2.4 in the appropriate functional
setting, so we omit it.

Proof of Theorem 5.2. Once (5.3.1) is written as a first order evolution equation set in
X := H}(Q) x L?(Q) (see the proof of Lemma 5.4.4 for this setup), the only noticeable
difference in the proof of Theorem 5.2 with respect to the proof of Theorem 5.1 are the
specific quasi-turnpike lemmas one applies in the preparation (Lemma 5.6.1 in Part 1 &
Step 1 of Part 2) and bootstrap (Lemma 5.6.3 in Step 2). So one simply repeats the
proof of Theorem 5.1 whilst applying Lemma 5.6.1, Lemma 5.6.3 and Lemma 5.5.3 with
X as above. Whence, the proof follows from these two lemmas, stated and proven just
below. O

Lemma 5.6.1. Let y° = (y?,y3) € H}(Q) x L*(Q) be given. Let T > 0 be fived, and let
ur € L2((0,T) x w) be a global minimizer to Jr defined in (5.3.2), with yr denoting the
associated solution to (5.3.1). Then, there exists a constant C' = C(f, ¢, w,Q,7,y°) > 0
independent of T > 0 such that

Tr(ur) + lyr(8) = Gl 7z @) + 10r (D) F20) < C

holds for all t € 0,T].

Proof of Lemma 5.6.1. The proof follows the lines of that of Lemma 5.5.1, simply adapted
to the PDE setting. Fix Ty > Tin where Tinin = Tmin(w, 2) > 0 is the minimal control-
lability time for the semilinear wave equation.

We begin by considering the case T' > Ty. By controllability, we know that exists some
control uf € L2((0,Ty) x w) such that the corresponding solution y' to

2yt — Ayt + fyH) = i1, in (0,Ty) x Q
y' =0 on (0,Ty) x 00
(yTvatyT)‘t:O =y’ in Q.

satisfies y'(Tp) = 7 and 9,y (Tp) = 0 a.e. in Q. Now set

aux o UT (t) in (O,To)
) = {0 in (Ty,T)

and let y*"* be the corresponding solution to (5.3.1). Clearly
y*™ () =7 and Oy (t) =0 for t € [Tp,T] a.e. in Q.

Combining this fact with Jr(ur) < Jr(u?"*), we see that

_ 2 2 2
Jr(ur) < ¢(y) + ||yT - yHL2(o,TO;H5(Q)) + HatyTHL?((O,T)xQ) + ||uT||L2((0,T0)><w) :

As the right hand side in the above inequality is clearly independent of T', we conclude
by applying Lemma 5.4.4.

Now suppose that T < Tp. We use the optimality inequality Jr(ur) < Jr(ur,+1) to
obtain

Jr(ur) < 6 (yry1 (1)) + yror1 = Tl 72072 )

2
F10eyro 1201020 + 1umo 4111 E2((0,7) x0) -
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5.6. Proof of Theorem 5.2

By the previous case addressed just above, the trajectory yr,+1 € C°([0, Ty + 1]; L*(Q))
is bounded uniformly with respect to 7. Hence, using the fact that ¢ € C°(L?*(Q2);R,)
and T < Ty, we deduce that

JT(UT) < C (561)

for some C' > 0 independent of T. Combining (5.6.1) with Lemma 5.4.4 allows us to
conclude. O

We note that since f € Lip(R), following the spirit of our finite-dimensional arguments,
since (5.3.1) is a Lipschitz perturbation of an exactly controllable linear system, the
following claim holds.

Claim 5.6.2 (Cost estimate). Let Ty > Tin, where Tnin = Thin(Q,w) > 0 is the
minimal controllability time for (5.3.1). There exists r > 0 and C = C(Tp,w, f) > 0
such that

inf ullZ2(0.10)xe) < C (Hy? _?HZ;(Q) + Hngi?(Q)) ,
such that
(y78f,y)|§:o=y°

an _
(¥,0ty)|t=1, =(¥,0)

and ) )
inf lullZz(0.m)xe) < C (Hy% - ?"Hg(g) + Hf‘/%Hm(Q)) ,
such that

(¥,0¢y)[t=0=(¥,0)
and

(4,0:9)|e=1o =y "

hold for any y° = (y?,yg) and y' = (y%,y%) such that

e {[u] s <o 2] - ]

where y solves (5.3.1) and 5y € HY(Q) is fized as in (5.3.3).

T,
HL(Q)xL2()

As in the finite-dimensional case, the second quasi-turnpike result is one for an auxiliary
control problem with fixed endpoints. For 0 < 71 < 7 < T and given y™,y™ €
H(Q) x L?(£2), this auxiliary problem consists in minimizing the nonnegative functional

T2

T2 T2
Tryirs () = / ly(t) = T2 oyt + / 10wy (1)[132 ) + / la(t) 22y dt (5.6.2)

1 T1 T1

over all u € U,q, where y € CO([r1, 72); HE(Q)) N CY([r1, m2]; L3(2)) denotes the unique

solution to
afy —Ay+ fly) =ul, in (11,72)xQ

y=0 on (71,72) X 00 (5.6.3)
(y, aty)|t:‘r1 = yTl in Q.

and where
Haq 1= {U € LQ((ThTz) xw): (y, 3ty)\t=r2 = YTQ}~

We recall that f € Lip(R).

We now state and prove the wave equation analog of Lemma 5.5.2, which we recall, is
the cornerstone of the bootstrap argument in our turnpike proof.

Lemma 5.6.3. Let Ty > 0 and r > 0 be provided by Claim 5.6.2, and let y™,y™ be

such that
™ Y1 1 2 Y1 Yy
e[ m e o] - [f]| <
{92 ’ v21 00y o)< 29
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Chapter 5. Turnpike in Lipschitz-nonlinear optimal control

fori=1,2. LetT >0 and 0 < 71 < 7o < T be fized such that 7o — 11 > 2Ty, and
let up € g be a global minimizer to Jr ., defined in (5.6.2), with yr denoting the
associated solution to (5.6.3). Then, there exists a constant C = C(f,Tp,Qw) > 0
independent of T, 1,72 > 0 such that

Ty + Ty (8) = T3 @y + 10z (D12 oy
1 2 112 T2 —12 T2 (12
<C (I = Ty + 195 Wz + 1977 = T3z + 19571320
holds for all t € [Ty, T2].

Proof of Lemma 5.6.53. The proof follows the lines of that of Lemma 5.5.2, with some
slight technical differences. We provide details for the sake of completeness. For no-
tational purposes, it will be significantly simpler to operate in the canonical first order
system framework presented in the proof of Lemma 5.4.4. For the same reason, we will
also drop the subscripts of T'.

We set X := H} () x L?(Q), and we denote

L) -l

We also recall the definition of the skew-adjoint operator

A [OA I(ﬂ , D(A) = D(A) x HL(Q),

where D(A) = H?(Q2) N H}(Q). Then the desired estimate simply writes as

—n2 —2 —2
I () + Iy (8) =75 < € (Iy™ =31 + Iy™ -3 )

for all ¢ € [ry, 72]. We proceed similarly as in the proof of Lemma 5.5.2. Using Claim 5.6.2,
we know the following.

e There exists a control uf € L2((r1, 71 + Tp) x w) satisfying

10 ] sy g < Colly™ =51 (5.6.4)

for some Cy = Cy(Tp,w, f) > 0, and such that the corresponding solution y =
T
Yy
|:aty1-:| to
fly) u'l,
T1

Yiier, =¥

satisfies y'(ry + Tp) = ¥ in X. By writing the Duhamel formula for y' — ¥, and
using the conservative character of {etA} 5o I X, Cauchy-Schwarz, the Lipschitz
character of f and the Poincaré inequality, we see that

_ - - 0
Iyi® =5l < et =+ [ e o)

t
(t—s)A 0 d
+/ﬁ ‘ [(f(y*) f(y))]Hx ’
<y™ =¥llx + \/ITOHUTHLZ((Tl,TlJrTO)XW)

+aﬁm/Hw@—ymd& (5.6.5)

ds

’ X
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5.6. Proof of Theorem 5.2

with C(f, Q) > 0 depending solely on the Poincaré constant and the Lipschitz
constant of f. Applying Gronwall’s inequality to (5.6.5) and using (5.6.4), we
deduce that

|y"(t) = 3]y < Crexp(C(f,NTH) ly™ =¥y (5.6.6)

holds for some C(f,To,w) > 0 independent of T,71,75 > 0, and for every ¢t €
(11,71 + To)-

e There exists a control u* € L?((r, 71 + Tp) x w) satisfying

16 132y sy < Co 57 =¥ (5.6.7)

i
and which is such that the corresponding solution y* = [ ayyi} to
t

Oyt — Ayt + [f(g?i)] _ |:Ui(])-w ] in (11,71 +Tp)

yi‘tz'rl =Yy

satisfies y* (1) 4+ Tp) = y™ in X. Arguing just as above, we see that

-3l [ Ll e L (e ranl]

T1 T1
t
VT o o + O D) [ 756) =5 ds. (5.68)
T1

with C(f, Q) > 0 depending solely on the Poincaré constant and the Lipschitz
constant of f. Applying Gronwall’s inequality to (5.6.8) and using (5.6.7), we
deduce that

[y* () =¥y < Coexp (C(£,QT0) ly™ - ¥llx (5.6.9)
holds for some Cs(f,To,w) > 0 independent of T, 71,70 > 0, and for every ¢t €
(7‘1,7’1 =+ T()).

Now set
ut (1) in (11,71 + To)
uaux(t) = 0 in (7'1 + To,Tg - To)

UI (t—(TQ—Tl—To)) in (TQ—T(),TQ),

and let y*"™* = {ayyaux} be the corresponding solution to (5.6.3). By construction, we
¢

have

y () =y'(t) in [r, 7+ To),
and thus

y*™(t) =y in [ry + To, 72 — To), (5.6.10)
whereas we also have y*"*(75) = y™, whence u®™* € {l.q.

We now evaluate J,,, -, at u®"*, which by virtue of a simple change of variable as well
as (5.6.10), (5.6.4), (5.6.6), (5.6.7) and (5.6.9), leads us to

JTl,TQ (uaux) = HUTHLQ((Tl,Tl-‘rTO)Xw) + HUiHLQ((Tth-‘,-TO)Xw)

T1+7o 9 T1+7To 9
w0 O -l [ v - o

1 T1

<17 -y Ik + 15 -y"I%) (5.6.11)
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where Cs(f, Ty, 2,w) > 0 is independent of T, 71,72 > 0. By virtue of the optimality of
uw and (5.6.11), we have

x — 2 — 2
Trpirs (0) < Ty ) < G5 (17 =y I + 19 =y )-

An application of Lemma 5.4.4 suffices to conclude. O

5.7 Proof of Theorem 5.3

For the semilinear heat equation, we can adapt the proof strategy of Theorem 5.1 to
directly prove the stabilization result stipulated by Theorem 5.3. We provide details of
the proof, as it is not an immediate application of that of Theorem 5.1.

We recall that since f € Lip(R), as presented in [219, Lemma 8.3] (and the references
therein), given any T > 0, y° € L*(Q) and 5 € H}(Q) solution to (5.3.3), there exists a
control u € L2((0,T) x w) such that the unique solution y to (5.3.5) satisfies y(T) = 7,
and

for some C(T,w, f) > 0 (the dependence on f is through the Lipschitz constant which is
an upper bound for the potential appearing in the associated linear problem). Indeed,
we may consider z := y — ¥, and the control u steering z to 0 in time 7' is the same as
that steering y to 7 in time 7. But then, |Julz2q) < C(T,w, f)[|2(0)|/z2(q) from the
linear system and a fixed-point argument.

Suppose y™ € L?() is given. Let T > 0 and 0 < 71 < T be fixed. Consider

T T
Iz (u) :=/ ly(t) = FllZ2 () dt+/ ()12 () dt; (5.7.2)

T1 T1

where y solves
Oy —Ay+ fly) =ul, in (r,T)xQ

y=0 on (71,T) x 99 (5.7.3)
Ylt=r, =y in Q.

We will only need the following lemma, which is similar to Lemma 5.6.3. In fact, the
blueprint of the proof below is contained therein.

Lemma 5.7.1. Suppose y™ € L?*(Q) is given. Let T > 0 and 71 be given such that
T > 7. Let ur € L*((11,T) x w) be any global minimizer to J., v defined in (5.7.2),
with yr denoting the corresponding solution to (5.7.3). Then, there exists a constant
C =C(f,y,w) > 0 independent of T,71 > 0 and y™ such that

2 =2
Jrr(ur) + yr(t) = lliz@) < Clly™ = ¥lli2)
holds for all t € |1y, T).

Proof of Lemma 5.7.1. Fix an arbitrary Ty > 0.

Let us first suppose that T' > 71 + Tj. By controllability to the steady state 7 (see
the discussion around (5.7.1)), we know that exists a control uf € L2((1, 71 + Tp) X w)
satisfying

o0l sy < O 197~ (5.7.4)

for some C; = Oy (Tp,w, f) > 0 and such that the corresponding solution y' to
atnyAyTJrf(yT):ule in (11,71 +Tp) xQ
yT:() on (T1,7'1+T0)><89
yT|t:0 =y’ in Q.
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5.7. Proof of Theorem 5.3

satisfies yf (1) +Tp) = 7 a.e. in Q. Arguing as in the proof of Lemma 5.4.3, we see that
HyT(t) _yHLZ(Q) < ”yT1 _yHLZ(Q) + vTo HUTHLQ((Tl,nJrTo)Xw)

+C(f)/T 15" (5) =7l 12y ds (5.7.5)

fort € (1, 71+T0), with C(f) > 0 being the Lipschitz constant of f. Applying Gronwall’s
inequality to (5.7.5) and using (5.7.4), we deduce that

||yT(f) - @HLz(Q) < Caexp (C(f)To) [y™ = ¥l 12 (5.7.6)

for some Cs(f, Ty, w) > 0 independent of T, 71,72 > 0, and for every t € (11,71 + Tp).
Now set

R(f) = ul(t)  in (r, 7 +Tp)
"o in (11 4+ 7o, T)

and let y*" be the corresponding solution to (5.3.5). Clearly y*"*(t) =7 for ¢t € [r) +
Ty, T], a.e. in Q. Hence, using J, r(ur) < Jr, r(w*™), (5.7.6) and (5.7.4), we see that

112 2
Jryr(ur) < HyT - y||L2((7—1,7—1+T0)><Q) + HUT||L2((7'1,T1+T0)><UJ)

—n2
< Cslly™ = FllL2

for some C3(f,Tp,w) > 0 independent of T, > 0. Applying Lemma 5.4.3 suffices to
conclude.

Now suppose that 1 < T < Ty + 71. We may then use the optimality inequality
Jri 1 (ur) < Jry r(Ur,+r, ), and since by the previous step, we know that

Trr(Wryr) < Jrmon (uryn) < Cs g™ = 3l720)
where C3 = C5(f,Tp,w) > 0 is independent of T, 71 > 0, we deduce
T a(ur) <Cslly™ =772 - (5.7.7)
We may conclude by combining (5.7.7) with Lemma 5.4.3. O

Proof of Theorem 5.3. The proof is of the same spirit as that of Theorem 5.1, the only
difference being the fact that we only need to bootstrap "forward" in time due to the lack
of final cost, which renders the proof significantly less technical. The control estimate
follows from Lemma 5.7.1. We thus concentrate solely on estimating the state.
Fix
> Cf

where Cy = C(f,J,w) > 01is the (square root of the) constant appearing in Lemma 5.7.1,
and let Ty > 7 be arbitrary and fixed®. Similarly to the proof of Theorem 5.1, we will
have T := 7 + Tj in the statement. Let

T>71+1T,

be fixed.

First note that for ¢ € [0, 7 + Tp], just as in Part 1 of the proof of Theorem 5.1, the
desired estimate can easily be obtained for such ¢ since the length of the time interval is
independent of T'. Hence, we will solely concentrate on the case t € [1 + Ty, T]. To this
end, we will mimic the steps done in the proof of Theorem 5.1.

5Note that this choice is independent of the one done in the proof of Lemma 5.7.1.
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Step 1).

Step 2).

Step 3).

Preparation. Since 27 < 7+ Ty < T and thus 7 < %, by Lemma 5.5.3 there
exists a 71 € [0,7) such that

_ ||yT_§||L2 0,7)xQ Ch _
lyr (1) =Vl 2y < \ﬁ(( 9 < NG |4° - y||L2(Q) . (5.7.8)

Now the control ur|(;, ) minimizes J;, v with initial data y™ = yr(71) for (5.7.3),
to which clearly the solution is yr|[-, 77. So by Lemma 5.7.1 and (6.7.3),

_ _ Ct _
lyr(t) = ¥llzz) < Cillyr(m) =Yl < ﬁ |4° - ZIHLQ(Q) (5.7.9)
holds for all ¢ € [r,T]. Since 7 < 7, (5.7.9) also holds for all ¢ € [r,T].

Bootstrap. We bootstrap (5.7.9) and prove that for any n € N satisfying

T
27’

nx

the estimate )
_ c2\" B
lyz(®) — Tl <(¢;) 18 = 5l 2 (5.7.10)

holds for all ¢t € [n7,T]. We proceed by induction. The case n = 1 holds by (5.7.9).
Thus assume that (5.7.10) holds at some stage n € N and suppose that
T

1< —.
nt = oor

This clearly implies that
T —2nt
5

Now the control ur|p,, 1) is a global minimizer of J,,r. We can thus apply
Lemma 5.7.1 with 7, = n7, and Lemma 5.5.3 (note (5.7.11)) on [n7,T — n1],
to deduce that there exists t; € [n7, (n + 1)7) such that

(5.7.11)

T

— HyT_yHl? nt,T)xQ Cl .
lyr (1) = 7|22 () < ff ) < 2l () = gz

So now we apply the induction hypothesis (5.7.10) to deduce

_ c, (C3\" _
lyr(t1) = ¥llL2@) < 7; (ﬁ) 19° =l 2 - (5.7.12)

Since ur|y, ) is a global minimizer of J;, r, we can apply Lemma 5.7.1 and use
(5.7.12) to deduce that

_ _ c? (CF\" _
lyr(t) —Yllr2) < Cillyr(ty) —¥llre@) < ﬁ (ﬁ) Hyo — y||L2(Q) (5.7.13)

holds for all ¢ € [t1,T]. Clearly, as t; < (n + 1), (5.7.13) also holds for all
t € [(n+ 1)7,T]. This concludes the induction proof, and so (5.7.10) does indeed
hold.

Conclusion. We now use (5.7.10) to conclude the proof. Suppose t € [T+ Tp,T] is
arbitrary and fixed. Set n(t) := {ﬁJ Clearly n(t) > 1,¢ > n(t)T and n(t) < L
due to the choice of Tp. We may then apply (5.7.10) to find that

012 n(t) 0
lyr(t) = Fllz2) < (ﬁ) 19° = 7l 120 (5.7.14)

158



5.8. Concluding remarks
Now since 7 > C{ and n(t) > r+tiTo — 1, we can see from (5.7.14) that
_ VT _
lyr(t) — yHLZ(Q) < exp (_n(t) log (CQ Hyo - yHL2(Q)
1
o () ) e
S 2 N Rp—— Ty t] [y’ - yHL2(Q)
The desired estimate thus holds for all ¢ € [ + Ty, T, with
log (g)
=——2 >0
" T+ Ty -
and
VT o -
C:= o2 [ y||L2(Q) :
This concludes the proof. O

5.8 Concluding remarks

We have presented a new methodology for proving the turnpike property for nonlinear
optimal control problems set in large time horizons, under the assumption that the
running target is a steady control-state pair, and that the system is controllable with a
local estimate on the cost. These assumptions allow us to bypass necessary optimality
conditions and a study of the adjoint system, and rather relies on calculus of variations—
based arguments.

More precisely, we have concluded that

(1)-

(2)-

The exponential turnpike property holds for optimal state trajectories of optimal
control problems for nonlinear finite and infinite-dimensional dynamics, whenever
the cost functional is coercive with respect to the distance of the state to the
target steady state. The nonlinearity may be assumed to be only globally Lipschitz
continuous (and thus possibly nonsmooth). The result holds without any smallness
assumptions on the initial data.

The last exponential arc (near ¢ = T') can be removed whenever the optimal control
problem is considered without a final time cost, and thus entails an exponential
stabilization estimate for the optimal state trajectory.

Outlook. Let us conclude with a list of select problems related to our study.

e Necessity of assuming that 7 is a steady state. The assumption that the

running target 7 in (5.2.3) is a steady state of the dynamics allows us to easily obtain
quasi-turnpike strategies allowing us to obtain the key estimates in Lemma 5.5.1 and
Lemma 5.5.2 (resp. Lemma 5.6.1, Lemma 5.6.3, Lemma 5.7.1 in the PDE setting).
The case of controlled steady states 7 associated to a presecribed control @ can
readily be addressed by penalizing u — u over [0, 7] instead of solely u as noted
in Remark 5.2.1. But we were unable to see if this is a necessary assumption in
the nonlinear context in the absence of smallness conditions on the target, and
whether the controlled steady state case can be covered by solely penalizing wu.
These questions merit in-depth investigation.
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e Weakening Definition 6.4.1. An important hypothesis we made throughout is
Definition 6.4.1, which required that, at least for data y°,y! in the vicinity of the
free steady state g, the minimal L?-norm control steering the system from 3° to
Y may be estimated by Hyo —7l|, and similarly for that from 7 to y'. This is a
hallmark of linear control systems, which is also expected for nonlinear systems for
which controllability results are obtained by linearization or perturbation methods
and a fixed-point argument. But in the general context of control-affine systems,
such an assumption may appear restrictive, eventhough it is local. It is thus of
interest to see how the results and methodology can be pertained whilst weakening
Definition 6.4.1.

In fact, more generally, it would be of interest to investigate whether the method-
ology presented herein can still be applied by only assuming approximate control-
lability with an adequate estimate on the control cost.

e Turnpike with state or control constraints. A problem which has not been ex-
tensively covered in the literature is the turnpike property with positivity (or box)
constraints on either the state or the control. Slightly weaker integral turnpike
results under such constraints have been obtained in [203] by means of quantitative
inequalities. Such a study would complement the already existent nonlinear con-
trollability under constraints theory — a topic covered in several recent works, see
e.g. [173, 204, 219, 236] and the references therein.

e More general control systems. We have considered homogeneous Dirichlet
boundary conditions in (5.3.1) and (5.3.5) merely to avoid additional technical
details. The proofs of Theorem 5.2 (resp. Theorem 5.3) only require that the un-
derlying dynamics are exactly controllable (resp. controllable to a steady state),
thus, the same results hold with Neumann boundary conditions or boundary con-
trols. Similarly, variable coefficients and lower order terms may be considered, as
long as these coefficients are time-independent, as we are using a Duhamel formula
along with a semigroup representation of the solution.

In fact, we have chosen the wave and heat equation for the sake of presentation,
but the respective results could possibly be extended to a more general scenario
of exactly controllable semilinear systems with similar assumptions, e.g. disper-
sive equations (Schrédinger, Korteweg-de Vries), coupled systems, and so on. The
necessity of a Duhamel formula may however be an impediment to the extension
of our results to the context of quasilinear systems such as the porous medium
equation (see [115] and the references therein).

e Bilinear control systems. It would also be of interest to establish the turnpike
property for bilinear control systems. This would be the somewhat true analog of
the control-affine systems presented herein, and under suitable assumptions on the
nonlinearity, one could expect that our methodology applies to such cases as well.
We have not addressed such systems for the simplicity of presentation and due to
the controllability assumptions we make, as the controllability theory for bilinear
problems is not complete (albeit, see [23, 45, 87, 202] for recent developments).
Notwithstanding, our results should be applicable to a system of the form (see
[23])

Oy — a;?y = u(t)f(y) in (07 T) X (07 7T)
azy(tv 0) = amy(t7 71—) =0 in (07 T)
yli=o =9° in (0,)

where u is a scalar control and f is an appropriate nonlinearity (see [23] for suffi-
cient conditions for ensuring controllability, and globally Lipschitz for applying our
methodology).
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e More general nonlinearities. Finally, it would be of interest to investigate
problems where our methodology does not immediately apply, such as the paradig-
matic example of the cubic heat equation. This problem consists in seeing whether
one may prove Theorem 5.3 (with the estimate on ur changed by an estimate of
ur — @) for minimizers ur of

T T
gt = [ lu® -glPa+ [ u-al?ar
0 0
where yr is the unique solution to

oy —Ay+y>=ul, in (0,T)xQ
y=0 on (0,T) x 00 (5.8.1)
Yli—o =1° in Q,

and § € Hi(Q) is a controlled steady state associated to some u € L?(w) (the
case u = 0 is somewhat trivial due to the inherent stabilization to g = 0). Let
us elaborate on a possible technical impediment in the direct application of our
strategy. Clearly, for Theorem 5.3 to hold in this case, it would suffice to prove
Lemma 5.7.1 for f(s) = s (while replacing the estimate of uz by an estimate of
ur —u). To this end, first of all, for any u € L?((0,T) x w), using the variational
formulation and standard arguments including Cauchy-Schwarz, Young with € and
Poincaré inequalities, one can find

a4 / y(t, o) dr <« / lu(t, )| de
dt Q w

for a.e. t € [0,T], where € > @, whereas y solves (5.8.1), and thus

yllcogo,msrz)) < C1(Q) <||u||L2((O,T)><w) + HyOHLz(Q)) : (5.8.2)

Following the proof of Lemma 5.4.3 for f(s) = s® and using (5.8.2), we may find

ly(t) =Yl 2 < C (Hyo —?HLz(Q) + 1w =l 20,1y wwy T 1Y — ?HLz((O,T)xQ)) ,

where now
C ~ €xXp (||UHL2((O,T)><W)) . (5.8.3)

It is precisely at this point where the issue appears, since simply by using the form
of the functional, we are not in a position to prove that ||u||z2((0,7)xw) is uniformly
bounded with respect to T', but rather only [|u — %||z2((0,7)xw)- Should this be
possible, then one can expect our methodology to apply to the cubic heat equation
as well, but as things stand, turnpike without smallness conditions in this case
remains open.

Further examples worth analyzing include the heat equation with a convective
nonlinearity f(y, Vy), even in one space dimension (e.g. the Burgers equation);
along these lines we refer to [275] for a local turnpike result for the 2d Navier-Stokes
system. Similar questions can be asked for the semilinear wave equation, where the
nonlinearity is sometimes only assumed to be superlinear (see [168] for a subcritical
optimal control study) — our methodology a priori applies if the nonlinearity is
either truncated by some cut-off, or if one manages to prove uniform estimates
of [lyr||Le(0,r)xq) With respect to T Further nonlinear problems which could
be investigated include hyperbolic systems (see [125] for a related study) or free
boundary problems (see [116] for a control perspective).

161



Part 111

Interplay of deep learning and
control

162



Chapter 6

Large-time asymptotics in deep
learning

Abstract. We study the behavior of supervised learning problems for neural ODEs
when the final time horizon T is increased, a fact that may be interpreted as increasing
the depth in the associated residual neural network (ResNet) setting.

For the classical L? (or Sobolev)-regularized empirical risk minimization problem, under
homogeneity assumptions on the neural ODE flow, we prove that when T goes to infinity,
the training error decays to zero with an (almost) polynomial, O (%)ﬁate. In the context
of regression tasks, the optimal parameters are also shown converge to minimal L? (resp.
Sobolev)—norm parameters which interpolate the dataset. Moreover, motivated by the
fact that the L?-regularization context, a natural scaling between the time horizon T
and the regularization parameter A\ appears, using similar arguments, we obtain the
same convergence results when A goes to zero and the horizon is fixed. These results
thus allow us to stipulate generalization properties in the overparametrized regime — now
seen from the large depth and neural ODE perspective —, and are aligned with results on
regularization path convergence (i.e. A to zero) and implicit regularization of gradient
descent for linear models or two-layer perceptrons.

To enhance the polynomial decay rates of the training error, we propose an augmented
learning problem by adding an artificial regularization term of the state trajectory over
the entire time horizon. In the context of training error for squared £>-loss, we obtain an
exponential, O (e~ #*)-rate of decay for the training error and for the optimal parameters
in any time ¢t € [0,7] — an improved estimate for the depth required to reach optimal
training accuracy. This result is a particular manifestation of the so-called turnpike
property, well-known in economics and optimal control theory.

The aforementioned asymptotic regimes are also discussed in the context of continuous
space-time neural networks taking the form of nonlinear integro-differential equations,
which provide a framework for addressing ResNets with variable widths.

Keywords. Deep learning, ResNets, neural ODEs, regularization path, optimal control,
generalization, exponential decay, turnpike theory.
AMS Subject Classification. 49J15; 49M15; 49J20; 49K20; 93C20; 49N05.

This Chapter is taken from [95]:

Large-time behavior in deep supervised learning.
C. Esteve, B. Geshkovski, D. Pighin and E. Zuazua, 2020.
https://arxiv.org/abs/2008.02491
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6.1 Introduction

Modern supervised learning addresses the problem of predicting from data, which roughly
consists in approximating an unknown function f(-) from N known but possibly noisy
samples {Z;, §; = f(fl)}fvzl Depending on the nature of the labels #;, one distinguishes
two types of supervised learning tasks, namely that of classification (labels take values
in a finite set of m classes, e.g. {1,...,m}) and regression (labels take continuous values
in R™). In many applications, the dimension d of each sample Z; may be big compared
to the number/dimension m of the labels — in image classification for instance, a sample
of the ImageNet dataset [167]|, which has m = 1000 classes, is an element of R%5%36,

A plethora of methods for finding f(-) efficiently with theoretical and empirical guar-
antees have been developed and investigated in the machine learning literature in recent
decades. Prominent examples, to name a few, include linear parametric methods (e.g.
linear or logistic regression), kernel-based methods (e.g. support vector machines), tree-
based methods (e.g. decision trees) and so on. We refer to [119] for a comprehensive
presentation of these topics.

Deep neural networks are parametrized computational architectures which propagate
each individual sample of the input data {#;}, € R¥¥ across a sequence of linear
parametric operators and simple nonlinearities. The so-called residual neural networks
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6.1. Introduction

(ResNets, [140]) may, in the simplest case, be cast as schemes of the mould

k+1 k kyk k

x; " =x; +o(w'xy +b for k € {0,..., Mayers — 1
{ ( ) { fay } (6.1.1)
X

for all i € [N], where we set [N] := {1,..., N}. The unknowns are the states x¥ € R?

for any ¢ € [N], o is an explicit scalar, Lipschitz continuous nonlinear function defined

componentwise in (7.1.1) {w’~c bk}Nl“ye“ ' are optimizable parameters (controls) with

whk e Rixd called Welghts and b* € R? — called biases, and Nayers = 1 designates
the number of layers referred to as the depth. The training process consists in finding
layers

optimal parameters steering all of the network outputs va
corresponding labels ¥; by solving

as close as possible to the

1 N
N Z 0SS ( layer>7gz) ,

whilst guaranteeing reliable performance on unseen data (ensuring generalization). Here
loss(+,-) is a given continuous and nonnegative function which may change depending
on the task in hand — for instance loss(z,y) := ||z — y||}, for p = 1,2 is commonly
used for regression tasks, while loss(z,y) = log(1 + exp(—yx)) may be used for binary
classification, namely when ¢; € {—1,+1} (we refer to (6.2.8) for more general settings).
On the other hand, P : R? — R™ is an affine map which in practice is either part of the
optimizable parameters or may be chosen at random. In our work, we shall assume that
P is given and specified on a case-by-case basis.

{wh bk }Nhyers

Due to the inherent dynamical systems nature of ResNets, several recent works have
aimed at studying an associated continuous-time formulation in some detail, a trend
started with the works [89, 129]. This perspective is motivated by the simple observation
that for any ¢ € [N] and for T > 0, (7.1.1) is roughly the forward Euler scheme for the
neural ordinary differential equation (neural ODE)

X;(t) = o(w(t)x;(t) + b(t)) forte (0,T) 612

x;(0) = #; € R% (6.1.2)
The continuous-time formulation has been used to great effect for improving computa-
tional training performance — for instance, by using adaptive ODE solvers [61, 86] or
indirect training algorithms based on the Pontryagin Maximum Principle [181, 25] —
and also for modeling purposes, including irregular time series modeling [234], and gen-
erative modeling through normalizing flows [120, 60]. It should be noted that the origins
of continuous-time supervised learning go back to the 1980s — the neural network model
proposed in [141] is a differential equation, whereas in [179] back-propagation is con-
nected to the adjoint method arising in optimal control. Related works include studies
on identification of the weights from data [6, 7] and controllability of continuous-time
recurrent networks [247, 248].

The role of the final time horizon 7' > 0 however, which plays a key role in the
control of dynamical systems, has not been discussed in the context of supervised learning
problems via models such as (7.1.2). As each time-step of a discretization to (7.1.2)
represents a different layer of the derived neural network (e.g. (7.1.1)), the time horizon
T > 01in (7.1.2) may serve as an indicator of the number of layers Niayers in the discrete-
time context (7.1.1). Thus, a good a priori knowledge of the dynamics of the learning
problem over longer time horizons is needed. Such an understanding would lead to
potential rules for choosing the number of layers, and enlighten the possible generalization
properties when the number of layers is large. In this work, we aim to bridge this gap
by proposing several insights and an analysis of the role of the time horizon T
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Chapter 6. Large-time asymptotics in deep learning

6.1.1 Our contributions.

We shall focus this presentation on the neural ODE (7.1.2), but our results also hold for
other systems, as seen in subsequent discussions.

1. We first consider the classical supervised learning problem, namely that of regular-
ized empirical risk minimization':

2

i loss(Pxi(T), ;) + )\H[w, b]HHk(O ) (6.1.3)
i=1 -

. 1

inf —
[w,b]€ H* (0,T;R%) N
x; solves (7.1.2)

larizati
training error:=&(x(7T")) regutanzation

with £ =0, 1.

e When loss(Px,y) = 0 at Pz = y (typical in the context of regression tasks
where loss(Pz,y) = ||[Pz — y||7. and P is affine) and for o 1-homogeneous,
we show (see Theorem 6.1) that the training error E(xr(T")) of the vector
Xr = [Xr1,--- ,xT)N}T of solutions to (7.1.2) corresponding to any solution
[wr, br] to the minimization problem (6.1.3), decays to 0 as O (), whilst the
optimal parameters [wr, br] converge, on a suitable time-scale, to a solution
[w*, b*] of

2
inf H [w, b H
[w,b]e H?(0,1;R%) HE(0,1;Ru)
x; solves (7.1.2) in[0,1]
and
Pxi(1) =4

when T" — +o0.

e For classification tasks, where, for example, ¢; € {—1,+1} and considering
loss(Pz,y) = log (1 + e~¥F*) (all results hold for multi-label tasks where 7; €
[m] for m > 2 via cross-entopy loss), in Theorem 6.3, we show that the training
error &(xp(T)) decays to 0 as T — 400 like

log (1 + e_WETa> + O (TQO‘_I)

for all o € (07 %)7 under the assumption that the margin

:= min ¢; PX;(1
7= min GiP (1)
is positive for some neural ODE trajectory X(¢) defined for ¢ € [0, 1].

Let us put the above results into context. For neural ODEs for which L?-regularization
suffices, we remark that T — +o0 is equivalent to A N\, 0. The latter is the con-
vergence of the regularization path, studied in the literature (see Section 6.1.2) for
linear models and multi-layer perceptrons (but not for more compound models such
as the ones considered here), where the asymptotic limits can be shown to satisfy
desirable generalization properties.

Using similar arguments as when 7" — +00, we obtain the same conclusions when
AN\ 0 and T is fixed (Theorem 6.2 and Theorem 6.4). Consequently, Theorem 6.1
and Theorem 6.3 also stipulate generalization properties — namely, optimizing with
T > 1, which may be interpreted as a larger depth for ResNets, has the practically
desirable effect of making the training error close to zero, but by means of almost
optimal parameters.

'Here H*(0,T;R%) denotes the standard Sobolev space of square integrable functions from (0,T)
to R% with k square integrable weak derivatives. We make precise the necessity of considering Sobolev
regularization, namely k& = 1, for compactness purposes in the context of (7.1.2) in Remark 6.2.2; we
use the convention HC := L2.
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6.1. Introduction

2. Parallel to (6.1.3), to enhance the convergence rate of the training error &(xz (7))
to 0 as T —» 400, when loss(z,y) = ||z —y|?. we consider an augmented empirical
risk minimization problem which consists in solving

T 2
inf &(x(T)) +/ Ix(t) — || dt + )\H[w,b]H
[w,b]€ H* (0,T;R%) 0

x; solves (7.1.2)

. (6.1.4)
H¥(0,T;Rdu)

where P : R? — R™ appearing in & is Lipschitz (possibly nonlinear in classification
tasks) and surjective, and X; € P~1({g;}) for all i € [N] are arbitrary and given.

Under a particular simultaneous controllability assumption, but without any reg-
ularity assumptions on the activation function ¢ or smallness assumptions on the
dataset, we show (see Theorem 6.5) that optimal parameters [wr(t), br(t)] and the
training error &(xr(t)) of the corresponding vector xr(t) of solutions to (7.1.1)
decay to 0 as O(e **) for any ¢ € [0,7] and some p > 0.

This result is in line with Theorem 6.1 and Theorem 6.3, but with a significantly
improved rate of convergence, and thus a better estimate of the time horizon needed
to be e—close to the interpolation or separation regime for any given € > 0. Due
to the exponentially small global minimizers, numerical experiments show that the
learned flow is simple, stipulating possible generalization properties. Theorem 6.5
is a manifestation of the so-called turnpike property, well-known in optimal control
theory ([261]).

Problem (6.1.4) is motivated by the more computationally scalable training problem

2

inf /OT e(x(t)) dt + )\H[w,b]H (6.1.5)

[w,b]e H* (0,T;R%w)
x; solves (7.1.2)

HE(0,T5RAw)’

where the loss(-,-) appearing in € is continuous and nonnegative, but otherwise
arbitrary (thus, possibly non-coercive). Whilst left without proof, numerical ex-
periments stipulate that a similar decay for the training error and optimal param-
eters, and, combined with Theorem 6.5, motivate the usage of in practice (see
Section 6.4.1).

To concur on the specific proof strategy, in Theorem 6.6, we show using a con-
structive method that the simultaneous controllability assumption needed for The-
orem 6.5 is satisfied for a subclass of neural ODEs with C'-regular activation
functions o, under smallness conditions on the data.

3. To address variable width architectures motivated by multi-layer perceptrons and
convolutional neural networks, in Section 6.5 we study a continuous space-time
neural network formulation taking the form of a scalar, integro-differential equation:

Oxi(t,x) =0 (/Q w(t, z,§)x;(t, &) dE + b(t,:r)) for (t,x) € (0,T) x Q

x;(0,z) = xI"(x) for x € Q

(6.1.6)
for any i € [N]. Here Q C R9 is a bounded domain, dg > 1 is chosen based
on the nature? of the inputs {#;}}¥Y,, whereas xi* € C°(Q) interpolates &; for
any ¢. By means of some simple discretization arguments, we demonstrate that
(6.1.6) is general in the sense that by taking initial data as a linear combination
of Dirac masses, one recovers neural ODEs such as (7.1.2), while by imposing a
specific structure on the weight w(t, z,£), it allows for deducing various forms of
convolutional neural networks as well.

2For instance, dg = 3 if & € R%*d2Xdeh in the context of image data, and do = 1 for vectorized
data.
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In Theorem 6.7 (resp. Theorem 6.8), we show that some of our finite-dimensional
conclusions from Theorem 6.1 (resp. Theorem 6.5) transfer, under similar assump-
tions, to the continuous space-time networks such as (6.1.6).

6.1.2 Related work.
Our results are related to several questions studied in existing literature.

Universal approximation. On a first note, the asymptotic results presented herein
may (heuristically) be interpreted as approximation results in the sense of the universal
approximation theory. These are density results for neural networks, and in the simplest
cases can be interpreted in terms of the elementary building blocks of measure theory such
as the density of simple functions in Lebesgue spaces. The first result in this direction
is the seminal work [76], which indicates that shallow neural networks with increasing
width, i.e. a superposition of sufficiently many dilated and translated sigmoids, may
approximate any continuous function on compact sets. We also refer to [142, 220] for
an extension to multi-layer neural networks. Our results are somewhat dual to [76] —
therein, to increase the approximation accuracy, the width is allowed to grow, whilst
we fix the width and allow the depth to increase. We do note however that we prove
approximation properties for the trained parameters, and for a fixed dataset, unlike
what is commonly done in universal approximation theorem, where the parameters are
not known explicitly. We refer to the thesis [211] for results and a comprehensive review
of universal approximation results for ResNets, and to the recent works [182] and [237],
for universal approximation results for neural ODE and for illuminating observations on
the latter’s working mechanisms.

Regularization path limit: A N\ 0. The regularization path limit A \ 0 has also been
addressed in some machine learning literature. This was initiated in [233, 232|, where
the authors study linear logistic regression, and show convergence to the max-margin as
AN\, 0, under the assumption of linearly separable data. The max-margin, support vector
machine solution, ([249]) is a special example among all solutions that fit the training
data — another example includes minimal #2-norm solution for linear regression —; both
these solutions can be shown to ensure generalization by virtue of explicit generalization
error estimates [18, 151]. This insight stipulates a likely generalization capacity of our
asymptotic limits as T — +o00 or A N\ 0.

The results of [233, 232] have subsequently been extended in [269] (and some of the
references therein) to multi-layer perceptrons with ReLU activations, where the intrinsic
homogeneity of the network is used. The extended results further explain why optimizing
the ¢2-regularized loss typically used in practice can lead to parameters with a large
margin and good generalization. They further remark that the maximum possible margin
is non-decreasing in the width of the architecture, so their generalization bounds improve
as the size of the network grows. Thus, even if the dataset is already separable, it could
still be useful to further over-parameterize to achieve better generalization. This is in
line with common writing in the machine learning literature, highlighted in [276], that
statistical models operating in the overparametrization regime — for instance, neural
networks with significantly more trainable parameters than the number N of training
data —, perform well experimentally as they fit the entire training dataset, namely the
training error € is zero, but do so without overfitting.

6.1.3 Outline

The remainder of the paper is organized as follows.

e In Section 6.2, we give a brief but comprehensive presentation on the neural ODE
perspective of deep supervised learning.
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6.2. Roadmap to learning via neural ODEs

e In Section 6.3, we present our main results in the context of regularized empirical
risk minimization (Theorem 6.1 and Theorem 6.3).

e In Section 6.4, we present our main result for the augmented empirical risk min-
imization problem, namely exponential decay of the training error with exponen-
tially small parameters (Theorem 6.5). We also present the local simultaneous
controllability result (Theorem 6.6).

e Finally in Section 6.5, we present the continuous analog of residual neural networks
with variable widths, depict some possible approaches for passing from the contin-
uous to the discrete case, and present extensions of Theorem 6.1 and Theorem 6.5
in this context.

e The proofs of all results may be found in Section 6.7.

6.1.4 Notation and assumptions

We denote x(t) := <9X(t). For a € R", we denote by a' its transpose. We use the

notation x7 and ur to display the dependence of these variables on the time horizon T'.
We designate by ||a|| the standard euclidean norm when a is a vector, and the Frobenius
norm when a is a matrix/tensor. We denote by Lip(R) the set of functions f: R — R
which are globally Lipschitz continuous, and by L?(0,T;R") (resp. H'(0,T;R")) the
Lebesgue (resp. Sobolev) space consisting of all functions f : (0,7) — R™ which are
square integrable (resp. square integrable and with a square integrable weak derivative)
— _recall that H'(0,T;R") is endowed with the norm || f||%:1 g 7oy = IfII720 7mm) +
{2~

Throughout the remainder of this work, we will work under the following couple of
assumptions, which are universal in the context of machine learning.

Assumption 6.1.1. We henceforth assume that we are given a training dataset
{fzy?jz}q{il C RdXN % Rme7

with &; # &; for i # j. unless otherwise stated, any initial datum x° € RN for the
systems under consideration will take the form x° = [Z1, ..., Tn].

The following assumption is satisfied by most of the commonly used activation functions,
including sigmoids such as o(z) = tanh(x), and rectifiers: o(x) = max{ax,z} for a €
[0,1).

Assumption 6.1.2. unless otherwise stated, we fix an activation function o satisfying

o € Lip(R) and o(0)=0.

6.2 Roadmap to learning via neural ODEs

6.2.1 Feed-forward neural networks

The canonical example of a feed-forward neural network is the multi-layer perceptron
(MLP), which generally takes the form

k+1 kok | 1k
T =g (w k" + b for k € {0,..., Nayers — 1
{ ( ) { it ) (6.2.1)

for ¢ € [N]. The integer Nayers > 1 is the depth of the neural network (6.2.1), and
each k is a layer. For any i, the vector xf € R designates the state at the layer k, dy
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is referred to as the width of the layer k, while w* € R%+1%d and b* € R%* are the
optimizable weight and bias parameters of the network (6.2.1). Finally, o € Lip(R) is a
fixed nonlinear activation function — by abuse of notation, we define the vector-valued
analog of o component-wise, namely, o : R — R? is defined by

o(x); :=o0(x;) for je[d].

Common choices include sigmoids such as o(x) = tanh(z) or o(x) = 14-%’ and rectifiers:
o(x) = max{z, ax} for a fixed 0 < a < 1. In practice, the activation o is generally selected
using cross-validation. It can readily be seen that the formulation (6.2.1) coincides with
the more conventional formulation of neural networks as compositional structures of
parametric affine operators and nonlinearities, as namely

val‘"‘ye“ =(coAFo...000A) (&),

with A*Z := w*Z + b for k € {0,. .., Niayers }-

Note that the iterative nature of the MLP (6.2.1) stimulates permuting the order of the
parametric affine maps and the nonlinearity o, to the effect of considering the equivalent,
but somewhat simpler system

k+1 k_( k k

x T =wo(x")+b for k € {0,..., Nlayers — 1
{ ) { tavers — 1} (6.2.2)
X

We will henceforth concentrate on residual neural networks (ResNets). Contrary to the
multi-layer perceptrons (6.2.1) — (6.2.2), when considering ResNets one typically needs
to assume that the width dj is fixed over every layer k, namely dy = d for every k. We
refer to Section 6.5 for variable width ResNets. In the fixed width context, a residual
neural network generally takes the form

k+1 k ko k
x;, T =x; +gu”,x; for k € {0,..., NMayers — 1
=t g 0, Nigers — 1} 623)
for i € [N], where x¥ € R? for any i, k, u* := [w*,b*] € R¥™4*+4 and ¢ is as in (6.2.1) or

(6.2.2). As explained in [193], other classes of networks (including specific subclasses of
CNNs) can be fit into the residual network framework.

6.2.2 Neural ODEs
72“, to the

It is readily seen that (6.2.3) corresponds, modulo a scaling factor At = o
forward Euler discretization of
{Xz‘(t) = g(u(t),xi(t)) in (0,7)

6.2.4
x;(0) = 7; € RY, (6:24)

for i € [N]. Here T > 0 is a fixed time horizon, and u(t) := [w(t),b(t)] € R4+ As per
what precedes, the nonlinearity g in (6.2.4) may take the form

g(u(t),x;(t)) := o(w(t)x;(t) + b(t)) (6.2.5)
or

g(u(t),x;(t)) = w(t)o(xi(t)) + b(t). (6.2.6)
for i € [N]. We will address both cases in our analytical study, and emphasize the stark
differences between the two. The above parametrizations are not the lone considered

in practice. In fact, one may consider, for instance, combinations of (6.2.5) and (6.2.6)
which allow intermediate exploration (bottlenecks) in higher dimensions:

g(u(t), xi(t)) := wa(t)o (wi (t)xi(t) + b1 (t)) + ba(t) (6.2.7)
where now wy () € RImiaxd g9 () € R4¥dnia b, () € Réid and by(t) € RY. In fact, (6.2.3)
with g as in (6.2.7) is much like the original ResNet first presented in [140].
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6.2.3 Training

For an input sample Z; € R, the prediction of the neural ODE (6.2.4) is a flattening of
the form Px;(T) € R™ for some P € C°(R% R™). In practice,

Pz := softmax(pyx + p2) (classification), (6.2.8)
Pr:=pixz+ps (regression),

where p; € R™*? and p, € R™ are optimizable parameters, and sofmax is defined by

e*i

- Z;Zn:l et

for z € R™ and j € [m]. In the context of binary classification, namely m = 1 with
¥; = £1, one may also use Pz := tanh(piz + p2). As mentioned in the introduction, we
shall assume that the parameters pq, po defining P are given (but arbitrary and possibly
picked at random unless specified) for technical reasons.

softmax(z),

In supervised learning, one seeks to tune the parameters [w,b] so that Px;(T) most
closely resembles ¢; for ¢ € [N]. To this end, the Tikhonov-regularized, empirical risk
minimization problem

2

N
. 1 "
[gl’g] N Z loss(Px;(T), ;) + /\H [w, D] HH’C(O,T;]Rdu) (6.2.9)
x; solves (6.2.4) i=1

where A > 0 is fixed, and x; solves (6.2.4) with g as in (6.2.5) or (6.2.6) (although, more
general cases such as (6.2.7) can also be considered). Here loss(-,-) : R™ x R™ — Ry is
a given continuous function, which in our work we will choose on a case-by-case basis.
Note that (6.2.9) is the empirical and regularized approximation of the expected risk
minimization problem:

inf E [loss (Px.(T),") } ,

[w,b]
x; solves (6.2.4)

where E[f(-,-)] := [paypm f(2,y)dp(x,y), with xz denoting the solution to (6.2.4) with
initial datum #. Here p : R x R™ — [0,1] is an unknown joint probability distribution,
from which one samples the training dataset {Z;,7:}2;. We shall solely focus on the
empirical problem in this work.

By virtue of the classical direct method in the calculus of variations, we may readily
prove the existence of minimizer for a class of the learning problems we consider herein.

Proposition 6.2.1 (Existence of minimizers). Let T > 0, A > 0, and let loss € CY(R™ x
R™;R ;) and P € C°(R%R™) be given. The minimization problems (6.2.9) and (6.1.4)
admit a global solution [w,b] € H*(0,T;R¥), with k = 0 for (6.3.3) or k =1 for (6.3.2)
— (6.2.7).

Remark 6.2.2 (Sobolev regularization). We stress the possible need for considering
a Sobolev H'-regularization in the case of (6.3.2), as otherwise, we may not a priori
guarantee the existence of a global minimizer. Indeed, an issue arises due to the specific
nonlinear form of the neural ODE (6.3.2), which could be an impediment for passing
to the limit in the equation using only weak convergences (consider, for instance, the
sequence {sin(nz)}1> and o(z) = max{z,0}). This issue is specific to the continuous-
time setting, as in the discrete-time thus finite dimensional optimization setting, weak
and strong convergences coincide.
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6.3 Empirical risk minimization

Throughout the paper, we will focus on neural ODEs given by (6.2.4) with ¢ as in (6.2.5)
or (6.2.6). The results can thence be extrapolated to the case when g is parametrized by
(6.2.7) whenever w; and by (resp. wa, ba) are time-independent — we comment on further
extensions on a case-by-case basis. As it will be rather convenient to work with the full
stacked state trajectory x(t) = [x1(t),...,xn(t)], we introduce some further notation.
We shall henceforth denote

dy :=dx (d+1), dy :=d x N.
Moreover, given w € R**? and b € R?, we shall write

w b
W = . c Rded17 b:= c Rdw. (631)
w b

In view of the above discussion and noting (6.3.1), we will consider stacked neural ODEs
in R% such as

{x(t) = o(w(t)x(t) +b(t)) forte(0,T) (6.3.2)
X(O) = XO € Rdz7
and )
{x(t) = w(t)o(x(t)) +b(t) fort € (0,T) (6.3.3)
x(0) = x% € R,

In this section, we consider the problem of regularized empirical risk minimization. For
simplicity of notation, we henceforth denote the training error (empirical risk) by

1 N
&(x) = ¥ Z loss(Px;, i), (6.3.4)

i=1

for x € R% where P € C*°(R% R™) and loss(-,-) € C°(R™ x R™; R, ) are given — both
will change with respect to the task in question (regression, classification), as discussed
in (6.2.8).

For fixed A > 0, we will study the behavior when T' >> 1 of global minimizers [wr, br] to

the functional )

Iar(w,b) = EG(T)) + Al|[w, ] 6.3.5

() = e + A (6.55)

where x € C°([0, T]; R%) is the unique solution to either (6.3.3) (k = 0) or (6.3.2) (k = 1)
corresponding to the parameters [w,b] € H*(0,T;R%), noting (6.3.1).

6.3.1 Regression

We begin by considering the case wherein P and loss(:,-) are chosen in (6.3.4) so that
loss(z, ) = 0. This is for instance the case when loss is a distance inferred by a norm (e.g.
loss(z,y) = ||z — y||%,, p = 1,2), and P is an affine map. Such modeling assumptions are
typically made in the context of regression tasks, wherein when minimizing the training
error, one looks to interpolate the training data by means of the projected neural ODE
flow. Our asymptotic convergence result will entail a property of this form, reflected by
the following definition.

Definition 6.3.1 (Interpolation). Let P : R? — R™ be any non-zero affine map. We say

that (6.3.3) (resp. (6.3.2)) interpolates the dataset {Z;, gj’l}f\il in some time T > 0 if there
exists a time T > 0 and some parameters [w,b] € L?(0,T;R%) (resp. in H(0,T;R%))
such that the unique solution x to (6.3.3) (resp. (6.3.2)), noting (6.3.1), satisfies

Px;(T) =y; for all i€ [N].
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Let us first note that by means of an elementary time-scaling, if (6.3.3) or (6.3.2) inter-
polates the dataset in some time 7" > 0, it interpolates it in any time, in particular, in
time 1. We will make use of this observation to simplify the subsequent presentation and
analysis by assuming interpolation in time 1 without loss of generality.

Clearly, in view of the definition of € in (6.3.4) with loss and P as above, if interpolation
holds, then the minimum of € (equal to 0) is attained. We may state our main result in
this context.

Theorem 6.1. Let A > 0 be fized. Suppose that P : R — R™ is any non-zero affine map,
and suppose that loss € CO(R™ x R™;R,) in (6.3.4) is such that loss(z,z) = 0. Assume

that (6.3.3) (resp. (6.3.2) with o 1-homogeneous) interpolates the dataset {fz,ﬁl}zj\il in
time 1 in the sense of Definition 6.3.1. For any T > 1 let [wr,br] € L?*(0,T;R%) (resp.
in H*(0,T;R%)) be any pair of global minimizers to Jy 1 defined in (6.3.5), and let xr
be the unique associated solution to (6.3.3) (resp. (6.3.2)), noting (6.3.1). The following
properties then hold.

1. There erists a constant C = C(x°,%,\) > 0 independent of T such that

&(xr(T)) < %

“+oo

2. There exists a sequence {T,,} 29,

with T, > 0 and T,, ——— +00, and some
n—-4oo

X, € Rl with E(x,) = 0 such that, along a subsequence,

xr, (T) —— = %o. (6.3.6)
3. For anyn > 1, set
wp(t) =T wr, (tT),) fort €[0,1],
bp(t) =T, br, (tT)) fort €]0,1].
Then along a subsequence,
H [tn, bn] = [, 7] ’H’C(O,l;Rdu) P 0,

where [w*,b*] € H*(0,1;R¥) is some solution to the minimization problem

2
T I .
[w,b]€ H* (0,1;R™) HF(0,1;R4u)
x solves (6.3.2) (resp. (6.3.3)) in [0,1]

and
Px;(1) =y, Vi

Idea of proof. The proof of Theorem 6.1 may be found in Section 6.7.1. Let us motivate
the main underlying idea.

Under the above assumptions, both (6.3.2) and (6.3.3) will be 1-homogeneous with
respect to the parameters [w(t), b(t)]. Namely, both (6.3.2) and (6.3.3) (noting (6.3.1))

can be written as ) .
{xif))) if(;((t)a w(t),b(t)) in (0,7) (6.3.7)

where f(x, aw, ab) = af (x,w,b) for & > 0. Whilst in the case of (6.3.3) this homogeneity
property holds for any activation function o, we require o to be 1-homogeneous for neural
networks such as (6.3.2). This includes rectifiers, but excludes sigmoids.

A simple computation (see Lemma 7.2.1) then leads to noting that, given some pa-
rameters u' := [w!, b!] and the solution x! to

{Xi(t) = f(gil(t)vwl(t%bl(t)) in (0,1) (6.358)
x(0) =

)

X

X
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Chapter 6. Large-time asymptotics in deep learning

then up(t) := fu'(%) for t € [0,7] is such that xp(t) := x' (%) solves (6.3.7). Under the
interpolation assumption, we may find u' € H*(0, Tp; R%) such that the corresponding
solution x! satisfies €(x*(1)) = 0, and then use the above scaling and the optimality of
ur to deduce

A 2 A 2
Iar(ur) < & (x'(1)) + T ||u1HHk(o,1;Rdu) =T H“IHHk(o,l;Rdu)

for T > 1. This will imply the decay estimate of €, and combined with some more
technical compactness arguments, will yield the remaining convergence results as well.

On another hand, considering the case of (6.3.3) and thus k& = 0, we see that

T

inf Eer(D) + A [ fur()] e

ur=[wr,br]€L?(0,T;R) 0
x7 solves (6.3.7)

by 1

= inf S(XT(T))A—f/ ||TuT(sT)||2 ds

up=[wr,br]€L?(0,T;R%) T o
xrsolves (6.3.7)

At 2

= inf ex(1 +—/ ul(s)]|” ds.

R PO (x (1) + 7 ; [[u' (s)]]
x'solves (6.3.8)

This computation indicates that one may consider the behavior when T" — o0 for
fixed A > 0 and that when A Y\, 0 for fixed T" > 0 in the same fashion. Although this
scaling is specific to the L?-regularization setting, it motivates completing Theorem 6.1
with the following result.

Theorem 6.2. Under the assumptions of Theorem 6.1, fir T > 0, and for any A > 0,
let [wy, by] € L2(0,T;R%) (resp. H(0,T;R%)) be any pair of global minimizers to Jy
defined in (6.3.5), and let x) be the unique associated solution to (6.3.3) (resp. (6.3.2)),
noting (6.3.1). The following properties then hold.

1. There erists a constant C = C(x°, ¢, T) > 0 independent of X > 0 such that
E(xA(T)) < CA
2. There exists a sequence { A, Iﬁ'}, with A\, > 0 and A\, —+> 0, and some x, € R%
n——+oo

with &(x,) = 0 such that, along a subsequence

xz, (T) ——— Xo.
n—-4+oo

3. Moreover, along a subsequence,

H [, bx,] — [w*, 0"

| el
HF*(0,T;R%u) n—s+400

where [w*,b*]T € H*(0,T;R%) is some solution to the minimization problem

2
inf H[w, b]H .
[w,bl€ H* (0,T;Rw) H¥(0,T;Rdu)
x solves (6.3.2) (resp. (6.3.3))

an
Pxi(T) =4; Vi

As an intermezzo before proceeding with the classification tasks and an in-depth discus-
sion, let us note that by means of an elementary Gronwall argument, we first show the
following illustrative result, which stipulates a lower bound for the cost of the weights w
in terms of the way the dataset is "spread out".
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Proposition 6.3.2. Let P € C°(R% R™) be surjective, and let T > 0. Assume that for

some parameters [w, b], the solution x = [x1,...,Xn]| to either (6.3.3) or (6.3.2) satisfies
Px;(T) =y; for all i € [N].
Then
. [Pt — ;|
||wHL1(O,T;Rdu) 2 C(U) max inf lOg Mo won | (639)
(1.0)€INT? x! P~ ({7:}) [x¢ — 9|
7 x;ePT {E )
where C(o) > 0 is the Lipschitz constant of o.
By virtue of Cauchy-Schwarz, (6.3.9) clearly implies
C(o) . < = x|
|lw| L2(0 TRaw) = —=- max inf log | —2+ |-
( VTVT e xter gy o\ X0 —x]
# xlePT1({7)

6.3.2 Classification

We now consider the standard setting of classification tasks, namely wherein the labels
y; take values in a set of m > 2 classes — unless otherwise stated, we henceforth consider
¥; € [m] for all i« € [N]. We will focus on the cross-entropy loss in (6.3.4), which we
recall, reads

PxZ(T)y1
lossPxa(T). ) = log (Zmpm> ’ (6310
j=

where P : R — R™ is made precise later on. An important feature of the cross-
entropy loss is the fact that it is not coercive with respect to the first variable — namely,
as Px;(T)y, goes to infinity, the loss goes to zero. This is very much in line with intuition
regarding the classification task, as one looks to separate the features with respect to their
individual class in the label space R™.

Remark 6.3.3 (Binary classification). We note that for two classes, one could consider
¥; € {—1,+1} and train either with the logistic loss in (6.3.4)

loss(Px;(T), y;) := log (1 + 6*gipxi(T)> ’

where P : R — R is an affine map, or even with the squared ¢>-loss
loss(Px;(T), i) == || Pxi(T) — Gill®
where Pz = tanh(p; - = + p2) with p; € R? and ps € R.

The problem consisting of classifying a given dataset is closely tied to the following rather
intuitive notion of separability, which we will require in the subsequent results.

Definition 6.3.4 (Separability). Let P : R? — R™ be any non-zero affine map. We
say that (6.3.3) (resp. (6.3.2)) separates the dataset {Z;, @}f\il with respect to P if there
exists a time T > 0 and some parameters [w,b] € L?(0,T;R%) (resp. in H'(0,T;R%))
such that the unique solution x to (6.3.3) (resp. (6.3.2)) satisfies

Px;(T)y — ]rrelﬁvx] Px;(T); >0 for all i € [N].
I#Yi
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In other words, a parametrized neural ODE flow separates the given dataset if the cor-
responding margin vy, p), defined as

wl = min | Px;(T)s — Px;(T); 6.3.11
Vew ] = I xi(T)g, %@{} xi(T); ( )
IFYi

is positive. We may now state our main result in the classification context, which entails
a quantitative rate of decay as T — +oo of the training error with cross-entropy loss
for ReLU activated neural ODEs.

Theorem 6.3. Let {fl,gj;}fvzl be a given dataset with ¥; € R? and §; € [m]. Let A > 0
be fized, and let Q : R% — R? be a non-zero affine map such that Qi; > 0 fori € [N].
Set

x? 1= QF; for i € [N],

and let P € R™*? be any non-zero matriz such that (6.3.2) with o(r) = max{z,0}
separates the dataset {X?’?ji}?; with respect to P in some time Ty > 0 as per Defini-
tion 6.3.4, and let v denote the associated margin as defined in (6.3.11). For any T > T,
let [wr,br] € HY(0,T;R%) be any pair of global minimizers to Jyr defined in (6.3.5)—
(7.1.3), and let x be the associated unique solution to (6.3.2) with o(z) = max{z,0}.
Then, there exists a constant C = C(x°, %, ) > 0 independent of T > 0 such that

T

E(xr(T)) < log <1 +(m—1)e7¢? ) + o7 (6.3.12)

holds for any o € (O, %)

We note that the above theorem is very specific to neural ODEs of the form (6.3.2) with
ReLU activations, and the specific form of the cross-entropy loss, from which the first
term in the estimate (6.3.12) is derived. This is due to the proof strategy, which relies
on using the positivity of the right hand side to, in some sense, obtain a linear equation
for the projected output features for some auxiliary parameters constructed within the
proof, and thus have an explicit solution for these parameters of the form ~ et. This
stimulates the appearance of the second exponential within the log in (6.3.12).

Much like what we observed in the regression setting, we can expect to link the limit as
T goes to infinity with the convergence of the regularization path, namely the limit as
AN\ 0. This is depictd in the following theorem.

Theorem 6.4. Under the assumptions of Theorem 6.3, fixr T > Ty and for any A > 0
let [wy,by\] € HY(0,T;R¥™) be any pair of global minimizers to Jy 1 defined in (6.3.5)-
(7.1.3), and let x5 be the associated unique solution to (6.3.2) with o(x) = max{z,0}.
Then, there exists a constant C = C(x°,4,T) > 0 independent of X > 0 such that for
any o € (0, %),

AT
E(xA(T)) < log (1 +(m—1)e ¢ 2 ) + ON20HT

6.3.3 Discussion

When training without explicit regularization (i.e. A = 0), a common approach in the
literature is to resort to algorithm-dependent generalization analysis, where the end re-
sults are surprisingly similar to the limit A N\, 0. In this case, the implicit bias of gradient
descent ([249, 128]) indicates that in the overparametrized regime, after training a neu-
ral network (or other statistical model, such as linear regression) with gradient-based
methods until zero training error, without requiring any explicit parameter regulariza-
tion, among the many classifiers which overfit on the training dataset, the algorithm
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selects the one which performs best on the test dataset (e.g. minimal ¢>~norm solu-
tion or max-margin solution). Recent works have shown that gradient descent can allow
overparametrized multi-layer networks to attain arbitrarily low training error on fairly
general datasets ([83, 8, 9]), and find minimum-norm/maximum-margin solutions that fit
the data in the settings of logistic regression, deep linear networks, and symmetric matrix
factorization ([128, 249, 149]). In [62, 63| overparametrization is approached from the
point of view of the width of the neural network, unlike our depth-inspired perspective.
The authors consider a 2-layer shallow perceptron with ReLLU activation, and exhibit the
Wasserstein gradient flow formulation of the descent scheme yielding controls, and they
consequently prove that these controls approach global minimizers of the cost functional
when the width increases, with the global minimizer being characterized as a max-margin
classifier in a certain non-Hilbertian space of functions.

Remark 6.3.5 (Extensions). Let us comment on the assumptions of the asymptotic
results given in what precedes.

o The issue that appears in the results presented above when considering neural ODEs

of the form
(1) = wl(Do (w2(t)x 2 1 in
{XE?; 0(t) (wW?(t)x(t) +b*(t)) +b' (1) 0,7) (6.3.13)

where w(t) € Re&*(diaxN) gnqd w? ¢ R(naxN)xde js the lack of homogeneity (and
thus scaling) with respect to the parameters. Consequently, one cannot see that the
squared L* (or Sobolev) norm of the parameters scales like % as simply as before,
a property which is the cornerstone of our proofs.

o We note that the output layer parameters given by the affine map P are fized, but in
general arbitrary and may be picked at random (e.g., from a normal distribution),
in most of the preceding results. This is due to the fact if we were to optimize P
as well, we would have to ensure that the optimal P is bounded with respect to the
limiting hyper-parameter (T or \). This in turn could perhaps be ensured if we
were to reqularize the output layer as well, but would, in turn, be an impediment to
the scaling arguments we use in all proofs since now the parameter reqularization
norm would not scale polynomially with T .

Remark 6.3.6 (Deep limits). In [257] (see also [16]), the authors show, via T'-convergence
arguments, that the optimal control parameters in the discrete-time context converge to
those of the continuous-time context when the time-step converges to 0. The latter is
interpreted as an infinite layer limit when the final time horizon T in the continuous-
time context is fized (equal to 1). Our result is of different nature. Rather than aim
to prove that the discrete-time controls converge to the continuous-time ones, we exhibit
the continuous-time neural ODE representation, for which the final time horizon clearly
commands the number of layers for the associated time-discretization when the time-step
is fixed, and aim to characterize the possible phenomena which arise whenever this time
horizon increases.

6.4 Augmented empirical risk minimization

We are now interested seeing whether one can obtain better quantitative estimates for
the decay of the training error £ to 0 with respect to the time horizon (~ number of
layers) T > 0 — namely, improve the O (%)ﬂ“ate of convergence of the training error to
0 manifested in Theorem 6.1 and Theorem 6.3.

We will henceforth solely concentrate on the ¢2-loss; in other words,
1N
_2
E(x) = > 1P — il (6.4.1)
i=1
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for x € R%  where P € Lip(R% R™) is any given surjective and non-zero map, which, in
the context of regression, is simply a non-zero affine map, while in the context of binary
classification, may be an affine map composed with a sigmoid nonlinearity.

To obtain stronger quantitative (and in fact, exponential) estimates, we will introduce a
slightly different learning problem, inspired from results in optimal control theory. For
fixed A > 0, we will study the behavior when 7' > 1 of global minimizers to the functional

T 2

Jr(w,b) == E(x(T)) +/0 Ix(t) —i||2dt+)\H[w,b]H (6.4.2)

H¥(0,T;R%u)’

with € as in (6.4.1), and where X; € P~1({#;}) for all i € [N] are given. Once again,
k =0 for (6.3.3) and k = 1 for (6.3.2) and x € C°([0,T]; R%) is the unique solution to
(6.3.3) or (6.3.2) corresponding to the parameters [w,b] € H*(0,T;R%), noting (6.3.1).

We note that, contrary to the case where we minimizing the training error at the final
time T, here, the same scaling does not appear which allows us to deduce an equivalence
with A — 0. Hence, we will solely be interested in the behavior when 7" > 1.

We will require the following controllability definition, which is rather expected in the
context of the result that follows.

Definition 6.4.1 (Simultaneous controllability with linear cost). We say that (6.3.3)
(resp. (6.3.2)) is simultaneously controllable with linear cost in time T > 0 if for any
x? € R and x' € R, there exists a time T > 0 and parameters [w,b] € H*(0,T;R%)
such that the corresponding unique solution X to (6.3.3) (resp. (6.3.2)) satisfies x(T) = x!
and

5 <O =51 019

holds for some €(T') > 0.

We refer to (6.4.3), as this is an estimate typically encountered in linear systems, and
also, since the cost is linearly proportional to the distance of the initial data x° to the
target x'. We refer to Theorem 6.6 for further analysis regarding Definition 6.4.1.

We are in a position to state our main result in the context of the augmented supervised
learning problem consisting of minimizing (6.4.2).

Theorem 6.5 (Exponential decay). Fiz A > 0, let P € Lip(R%:R™) be any given
non-zero and surjective map and let X € R% with X; € P~Y({#;}) be arbitrary but
fized. Suppose that system (6.3.3) (resp. (6.3.2) with o 1-homogeneous) is controllable
in some time Ty > 0 in the sense of Definition 6.4.1. Then, there exists T* > 0 and
positive constants C1,Co, > 0 depending on A\, @y, y;, N such that for any T > T,
any parameters [wr,br] € H*(0, T;R%) minimizing (6.4.2), where k = 0 in the case of
(6.3.3), and k = 1 in the case of (6.3.2) and the corresponding unique solution Xt to
(6.3.2) (resp. (6.3.3)) satisfy

[wr @[+ [or@)] < Cre™

for a.e. t €10,T] and
E(xr(t)) + [[xr(t) —X[| < Coe™"

for allt €10,T7.

Theorem 6.5 is a specific manifestation of the so-called turnpike property, a paradigm
dating back to the works of von Neumann [267], and works in economics by Samuelson
et al. [82]. A local turnpike theory, combining the Pontryagin Maximum Principle,
linearization arguments and precise estimates on Riccati equations, and covering a wide
variety of nonlinear optimal control problems is developed in [261] — with extensions to
Lipschitz nonlinearities and avoiding smallness conditions found in [96]. Theorem 6.5
can be proven by a small adaptation of the proofs presented in [96].
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In Figure 6.1 — Figure 6.2, we depict?® a manifestation of the exponential decay estimates
insinuated by Theorem 6.5 on a toy binary classification task (g; € {—1,+1}) with
N = 2400 training samples and 600 test samples, where P(-) = tanh(p; -+p2) with p1, ps
picked at random from a normal distribution (whilst ensuring that P is surjective). To
discretize the full continuous-time optimization problem, we use direct shooting, which
is a first discretize then optimize approach. We consider the neural ODE (6.3.3) with
o(z) = tanh(z) (we use the ResNet (6.2.3)), with 7" = 15 (and thus 15 layers) and
A = 1072, Finally, we discretize the integrals using an elementary trapezoidal quadrature.
We note that the learned flow has a distinctly simple variation in Figure 6.2, and, albeit
on a toy task, we observe satisfactory generalization properties in Figure 6.3.

Decay of training error Stability of norms
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Figure 6.1: We visualize a manifestation of the exponential decay and stabilization results
of Theorem 6.5 for the state xr(t) (right) and the training error &(xr(t)) (left) over
t € [0,T]. We observe that, after a finite time, the training error and trajectory remain
at a steady configuration, so further times could be discarded from training.

The convergence rate entailed by Theorem 6.5 is not only noticeably stronger than that of
Theorem 6.1 and Theorem 6.3, but the exponential estimate holds in any time ¢ € [0, 7T
(i.e., at every layer when viewed from the discrete-time perspective) and not only for
the output features. In fact, note that Theorem 6.5 is slightly different in nature to
Theorem 6.1. This is because the integral term introduces a stronger time-scale in the

3Software experiments were done using PyTorch [214] (and may be found at
https://github.com/borjanG/dynamical.systems), using the Adam optimizer [159] with learning
rate equal to 1073 and TorchDiffEq library [61]. Experiments were conducted on a personal MacBook
Pro laptop (2.4 GHz Quad-Core Intel Core i5, 16GB RAM, Intel Iris Plus Graphics 1536 MB)

1I()

wd

~10 s 0 5 10 ~10 -5 0

Figure 6.2: The training dataset (left) and the evolution of the trained neural ODE
trajectories xp,(t) (right) in the phase plane — the learned flow is simple and varies
little due to the exponentially small parameters, which ought to stipulate satisfactory
generalization properties.
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behavior of the optimization problem as T' — +oo. To see this, consider the neural
ODE (6.3.3) (whence k = 0) for simplicity, and as in (6.3.7),

O train
O test

Figure 6.3: Trained classifier plot on

[—2,2]2 and evaluated on the test set; 8
the simplicity of the learned flow in-

deed ensures satisfactory generaliza-

tion as the shape of the dataset is

learned adequately, and the test set is

correctly classified.

T T
inf  E(xp(T)) + / I (£) — X2 dt + A / lur @I dt

up€L?(0,T;R%)
x7 solves (6.3.7)

1 2 A 1
- inf &(x7(T)) +T/ HXT (i) _*H ds + 7/ | Tur(sT)||* ds
wpeL?(0,T;R%) 0 T T Jo
x7 solves (6.3.7)

1 1
A 2
inf e (x'(1 —|—T/ x! (s —§2ds+—/ ul(s ds. 6.4.4
ot )T [ s g [l (644
x! solves (6.3.8)

We see that, unlike Theorem 6.1, the integral term in (6.4.4) carries significance when
T > 1, somewhat motivating the appearance of the exponential decay.

6.4.1 Motivating problem

Due to the specific nature of the proof of Theorem 6.5, which strongly relies on the fact
that we may estimate the entire state x(t) via Gronwall arguments, we have restricted
our study to an integral tracking term conmsisting of the squared L2(0,7;R% )-norm,
albeit the final cost &(xr(T")) allows us to study both classification and regression tasks.
However, having to look for targets X in the preimage of the labels ¢; by P for any general
task may not scale well computationally.

To alleviate this, at least numerically, we observe that the stabilization phenomenon
for the output features (and also for the trajectories, although perhaps not with the same
rate) persists when the term ||x(t) — X||? is replaced by the training error &(x(t)) with
a general and possibly non-coercive loss, for instance, the cross-entropy loss on a multi-
label classification tasks as seen in Figure 6.14 & Figure 6.17. In fact, we stipulate this
stabilization phenomenon (be it exponential or not) to possibly hold for global minimizers
of functionals of the form

2

Jp(w,b) == /0 ! e(x(t)) dt + )\H [w, b] H (6.4.5)

H*(0,T;Rdu)’

with € as in (6.3.4) and loss being continuous and nonnegative. We perform several
numerical experiments to justify this claim.

Example 6.4.2 (Concentric spheres). Let us first depict the universality of the stabi-
lization/turnpike property described by the estimates in Theorem 6.5 for the functional
(6.4.5) on the concentric spheres dataset as above. We consider the same neural ODE
(6.3.3), and this time, for variety, we consider ReLU activations (the same conclusions
hold for tanh). We consider squared £*>~loss in the training error & in (6.4.5), with the
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output layer having the form Pz = tanh(piz+p2), with p1, pa both being part of the train-
able parameters. We visualize the output of the experiments in Figure 6.4 — Figure 6.6
below.

Decay of training error Stability of norms

= &(x(1))
1.0 1

0.6

0.4 1

0.2 1

0.0
0 2 1 6 8 0 12 14 0 2 4 6 8 0 12 14
t (layers) t (layers)

Figure 6.4: Example 6.4.2: The decay of the training error (left) and stabilization of
optimal state trajectory (right) as stipulated by Theorem 6.5.

Example 6.4.3 (XOR). We now consider a binary classification task where a dimension
augmentation of the input training data (as motivated by [86]) is beneficial — this is the
case with the quintessensial XOR dataset (Figure 6.8) consisting of N = 3200 training
samples and 800 test samples. We consider the same setup as in Example 6.4.2, and
depict the output in Figure 6.7 — Figure 6.8, when the input data is immediately given by
the inputs of the training dataset, and Figure 6.9 when we append a 0 to each input of
the training dataset, and consider the dynamics evolving in R3. Whilst the trained neural
ODE flow does separate both datasets in the phase space, a noticeable improvement in
generalization capacity is observed in the augmented flow (Figure 6.10).

Example 6.4.4 (Three labels). We now consider a toy multi-label classification task,
with three labels, namely y; € {1,2,3}, each label corresponding to a different color, con-
sisting of N = 3200 training samples and 800 test samples. We consider the cross-entropy
loss (7.1.3) in the training error in (6.4.5), and we only consider L?-regularization of
the parameters (instead of H'). To further depict the universality of the stability phe-
nomenon, we consider the neural ODE (6.2.4) — (6.2.7), where dnig = 5 and o = tanh.
The output layer is parametrized by Px = p1x + pa, where p1,pe are part of the trainable
variables. We depict the results of the experiments in Figure 6.1} — Figure 6.16.

Example 6.4.5 (MNIST). We finish this presentation by showing that the stabiliza-
tion phenomenon may also be observed on more complex datasets such as MNIST [178].

o«

—20 10 0 10 —20 ~10 0 10
1 i

Figure 6.5: Example 6.4.2: The training dataset (left) and the evolution of the trained
neural ODE trajectories x7;(t) (right) in the phase plane.
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Figure 6.7: Example 6.4.3: The decay of the training error (left) and stabilization of
optimal state trajectory (right) as stipulated by Theorem 6.5.

MNIST is a dataset consisting of handwritten digits from 0 to 9, with a training set of
60000 samples, and a test set of 10000 samples. Fach input sample T; is a grayscale,
28 x 28 image of a handwritten digit, and thus an element of R™; the dataset has 10
labels: §; € {0,...,9}. We consider a similar setup as in Example 6.4.5 — the neural
ODE is parametrized as (6.2.4) — (6.2.7), where dnig = 16 and o = tanh, and we consider
cross-entropy loss in the training error in (6.4.5) and we only consider L?—reqularization
of the parameters (instead of H'), with T = 20, and the output layer is parametrized by
Px = p1x + p2, where p1,p2 are part of the trainable variables. We show the results of
the experiments in Figure 6.17 — Figure 6.18.
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Figure 6.8: Example 6.4.3: The training dataset (left) and the evolution of the trained
neural ODE trajectories x7;(t) (right) in the phase plane in R2.
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Figure 6.9: Example 6.4.3: The training dataset (top left) and the evolution of the
trained neural ODE trajectories xr;(t) for t < 5 (top right) and t < T (bottom left) in
the phase space in R?, with the separated features xr;(T) (bottom right).

Generalization outside training data Generalization outside training data

1.00
O train O  train
O test 0.75 O test
0.50
0.25
g 0.00 §
—0.25
—0.50
—0.75
—1.00
xry &y

Figure 6.10: Example 6.4.3: Plot of the trained classifier via the neural ODE flow
evolving in R? (left) and in R? (right) on [—2.5,2.5]% and its evaluation on the test
dataset. We see that the learned flow captures the shape of the dataset adequately
in both cases, but with a slightly more satisfactory accuracy when the input data is
augmented.

183



Chapter 6. Large-time asymptotics in deep learning

Decay of training error Stability of norms
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Figure 6.11: Example 6.4.4: The decay of the training error (left) and stabilization of
optimal state trajectory (right) as stipulated by Theorem 6.5.
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5 -0 -15 -10 -5 0 5 —95  —20 -15 —10 -5 0 5
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Figure 6.12: Example 6.4.4: The training dataset (left) and the evolution of the trained
neural ODE trajectories xp;(t) (right) in the phase plane.

6.4.2 On Definition 6.4.1

The majority of our results stated in the preceding sections stipulate whether and how
the neural network prediction approaches the zero training error regime (€ = 0 with
€ given in (6.3.4)) when the number of layers increases. It is thus of interest to also
illuminate the properties of the parameters which allow the neural network prediction to
reach precisely a minimizer of the training error &.

To complete this section, we state the following controllability result, which namely
contains an estimate on the control with respect to the distance of the target and the
initial datum, which somewhat enhances the validity of the controllability assumption we
make in Theorem 6.1. While such an estimate is standard in the linear systems setting,
it is not provided by sufficient controllability conditions for nonlinear systems such as
the Chow-Rashevski theorem [69, Chapter 3, Section 3.3].

Theorem 6.6. Let T > 0 and assume that N < d. Let x* € R% be given, and assume
that the activation function o € C*(R) N Lip(R) is such that

o), (x) o (xh) |

is a system of linearly independent vectors in R. Then, there exist universal constants
r >0 and € > 0 such that for any datum x° € R% satisfying ||x° — x!|| < r, there exists
a weight matriz w € L>(0, T; R¥*?) such that the unique solution x to

{x(t) =w(t)o(x(t)) n (0,T)
x(0) = x?,
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Figure 6.14: Example 6.4.4: The decay of the training error (left) and stabilization of
optimal state trajectory (right) as stipulated by Theorem 6.5.

satisfies
x(T) =x!,

and the following estimate holds

¢
”uHLoo(o,T;Rdu) < T ||X0 — XlH .

Remark 6.4.6. The following observations are in order.

o For simplicity of presentation, we have not exhibited the bias parameter, namely
the additive time-dependent control b. One can readlily check that, in the presence
of this additional control, the assumption N < d can be relaxed to N < d+ 1.

20 1 20 1

~10 1 —101

~9201 —20 1

ot
=

5 -2 15 -10 -5 0 5 10 —25 -20 -15 -10 -5 0

Figure 6.15: Example 6.4.4: The training dataset (left) and the evolution of the trained
neural ODE trajectories x7;(t) (right) in the phase plane.
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Figure 6.17: Example 6.4.5: The decay of the training error (left) and stabilization of
optimal state trajectory (right) as stipulated by Theorem 6.5.

o One could perhaps adapt the argument in the proof of Theorem 6.6 (given just below)
to obtain a global result, assuming the existence of a continuous arc v linking x°
and x', such that

{en@) o ()0 (v (9)) |

is a system of linearly independent vectors in R? for any s € [0,1]. Problems
arise however whenever this condition is not satisfied. In any case, in view of the
uniqueness results for ODEs and Proposition 6.3.2, we have to assume that x? # x?

and x} # x;, fori#£ 7.

o The case N > d+ 1 may be treated by linearizing around a non-steady trajectory.
Note that in [69, Section 3.1, Theorem 3.6/, the controllability of the linearized
problem around a general trajectory suffices.

In the discrete-time context of neural networks such as (6.2.1) or (6.2.3), the property
analog to Definition 6.3.1 is also well explored in the literature, and is commonly called
finite sample expressivity [276]. An additional interest is that of estimating the number of
parameters — referred to as the memorization capacity — needed to manifest this property.
For instance, in [276], the authors use an MLP with ReLU activations with two layers
and 2N + d parameters to interpolate any labeling of size N in d dimensions. Their
network inevitably has large width, but a network of depth Njayers = 2 can be conceived,

in which each individual layer has only O (N ngylers) parameters. For additional results,

we refer the reader to [192, 274, 209].

In the ODE context, the property of finite sample expressivity finds its analog in the
complete or simultaneous controllability, wherein one requires only 1 pair of controls to
steer N trajectories of the same system to N prescribed targets — this is the property
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Figure 6.18: Example 6.4.5: We depict the evolution of three individual samples
x;(t) € R™* at times t € {0,2,8,15,19} We see that each trajectory stabilizes to
some steady configuration after time ¢ > 8; curiously enough, the neural ODE tends to
compress the input digit samples ahead of classifying them via the softmax applied to
PXl(t) € R10,

we show in Theorem 6.6. There have been some works on such controllability results of
neural ODEs, mostly relying on geometrical techniques such as Lie brackets techniques
(see [69, Chapter 3, Section 3.3]), under specific constraints on the activations function
(see e.g. [75, 253]). We refer to [237] for further results in this direction.

6.5 Continuous space-time neural networks

We now come back to the scheme (6.2.3) defining a ResNet with Niyers > 2 layers.
Whilst such networks are widely used in practice and provide reliable results, in the
discrete-time context, they do not take into account variations of the dimensions of the
weights and states over layers. Such variations may arise when considering convolutional
and/or pooling layers, which are ubiquitous in tasks in computer vision. In such tasks,
it is moreover of interest to view the data itself as being continuum objects.

To be more specific, we note that in the simplest nonlinear context, a residual network
with variable dimensions analog to (6.2.3) takes the form (see [140])

M = PExF 4 o(whxF +0F)  for k € {0, ..., Niayers — 1}
(6.5.1)
X

i
0

o
i — L.

Here, contrary to (6.2.3), we have w* € R¥+1Xdk and b¥ € R¥%+1 and thus x* € R
for k € {0, ..., Niayers }, where {dk}kNjg”S are given positive integers, called widths of the
layers k. One imposes dy = d, and P¥ € R%+1%4x is a projection/embedding operator
which serves to match dimensions. Much like in the fixed width case, we may also write
the variable-width ResNet when g is parametrized as in (6.2.6) or otherwise.

The continuous space-time network. It is not immediately obvious how one can see
(6.5.1) as a numerical scheme for some continuous-time dynamical system in the flavor of
(6.2.4). Nevertheless, this can be achieved by viewing the changing dimension over time-
steps as an additional (spatial) variable, thus yielding an integro-differential equation in
the continuum.
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To be more precise, for any i € [N]| we consider the scalar integro-differential equation

Ox;i(t,x) =0 (/Q w(t, z,&)x;(t, &) d + b(t,x)) for (¢t,2) € (0,T) x Q2

x;(0, ) = xI"(z) for z € Q.

(6.5.2)

Here Q C R is a bounded domain, where dg > 1. We emphasize that x;(¢,z) € R for
(t,z) € (0,T) x Q, and similarly, w(t,z,€) € R and b(t,x) € R for (x,£) € Q x Q. The
initial datum xI* € C°(Q) is such that there exist {z; }?:1 C Q such that x"(z;) = (Z;);.
Such a datum can always be found (e.g. by interpolation). The continuum model (6.5.2)
is proposed in [188] where well-posedness is established, and is also suggested in [89]
albeit in a slightly different context. We distinguish two typical cases for choosing the
shape of ) as well as dgq,.

e Variable-width ResNets. If in the discretized level, we seek to simply obtain
a variable-width residual network such as (6.5.1) (or even the standard ResNet
analog (6.2.3)), it suffices to consider Q2 = (0, 1), thus do = 1. We give more detail
on possible possible discretizations in Section 6.5.2 and Remark 6.5.1.

e Convolutional Neural Networks. The situation is slightly more delicate in the
case of CNNs, which are typically used in computer vision. We provide a proposal
covering the continuous-time analog of CNNs with partial generality.

Assume that the dataset {Z;}¥Y, consists of N images: ; € R%1*d2Xden for any i;
here dy (resp. ds2) denote the number of horizontal (resp. vertical) pixels in the
image #;, whereas d., denotes the number of channels, i.e. the color format (e.g.
den = 1 for grayscale, dc, = 3 for RGB). In this case, we consider Q := Qiyg % (0, 1),
where Qip,y C R? is a rectangle. Thus dg = 3. Moreover, we assume that the
weights w in (6.5.2) are compactly supported and of a specific convolutional form
(as indicated in most works, this is more so a cross-correlation form), namely, for
any 14, the equation takes the form

1
Oxi(t,x,{) =0 (/0 /Q w(t, 4+ & w)x;(t, & w) dfdw—i—b(t,x,())

for (¢,2,¢) € (0,T) X Qimg x (0,1). We note that the variable x € Qi denotes a
pixel, whereas ¢ € (0, 1) is a continuous variable indicating, when discretized, the
number of extracted features (namely the number of filters). The bias parameter b
can be omitted in this case, if desired.

One possible way to discretize the above continuous-time model and obtain a CNN-
ResNet as in [140] is to follow the arguments in Section 6.5.2, where one would use
a time-dependent grid for discretizing with respect to the variable ¢ € (0, 1) as well,
as the number of filters commonly varies over layers in CNNs. By discretizing Qi
with a "shrinking" or "expanding" time-dependent rectangular grid, some effects of
padding or pooling (but not max-pooling a priori) may also be considered. However,
a full CNN-applicable theory is out of the scope of this work.

The mathematical theory of structural properties of CNNs is well-established — for in-
stance, [197, 34, 198] provide, via a concept of Lipschitz stability to the action of diffeo-
morphisms, a characterization of of invariance and stabilitiy properties of input images,
shown by using the so-called scattering transform, based on microlocal analysis tech-
niques. They in particular define explicitly the weight kernels w by means of specific
wavelets motivated by the fact that CNNs are specifically designed to exploit the prior
properties of image data, and thus no optimization is involved. This differs significantly
from the commonly used CNNs however, which adapt filters to training data by opti-
mization.
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Remark 6.5.1. Observe that the continuous space-time model (6.5.2) (resp. (6.5.3)) is
more general and englobes (6.2.4) — (6.2.5) (resp. (6.2.4) — (6.2.6) ), where only the time
variable is considered to be continuous. Indeed, fix d different points {x1,...,zq4} € Q,
and let 0, denote the Dirac mass centered at x;. For any i € [N], we consider the initial
datum

d
= Z(f ) 0 for x € Q.
j=1
We write the weight w as
d d
w(t, z, ) :ZZwM x)0z,(C) for (t,z,¢) € (0,T) x Q x Q,
j=1/4=1

yielding the matriz [w; o(t)]1<j e<a of weights at time t, whereas the bias b(t, x) is written

as
d

ij(t)(sz]. (x) for (t,z) € (0,T) x Q,

j=1

b(t,x) :

yielding the vector [b;j(t)]1<j<a of biases at time t. As xI®, w and b are all linear combi-
nations of Dirac masses, by plugging them in (6.5.2), we rewrite the integrals as sums,
and setting, for any i € [N,

(x:);(t) = /Q xi(t, ) Ay, ()

for j € [d], we see that (x;); solves

<Zwﬂ )+b()> fort e (0,T)

(xi);(0) = (Z:);-
This is just the j—th equation of the (6.2.4) — (6.2.5) for i € [N].

Remark 6.5.2. Correspondingly for i € [N] we may consider

Ox;(t,x) = /0 w(t,z,&)o(x;(t,€))dE+b(t,z) in (0,T) x Q
x;(0,z) = xI"(x) in Q.

All of the above discussions also apply for this system.

6.5.1 The supervised learning problem

Given a training dataset {Z;, 7}, with #; € R? and 7; € R™ for any i, and a time
horizon T > 0, just as in the finite dimensional context, we begin by writing the equation
satisfied by the stacked vector of states x := [xy,... ,XN] corresponding to the stacked
vector of data x™ := [xi",... x|, where each x; is the solution to either (6.5.2) or
(6.5.3) corresponding to the datum x.*, and control parameters [w, b] which are the same
for all . The stacked continuous space-time neural networks we consider are thus either

Ox(t,x) =0 ( A w(t,z,&)x(t, &) dE + b(t,x)) in (0,7) x Q

x(0,x) = x"(x) in Q

(6.5.4)

or

Ox(t,x) = /Qw(t,x,é)a(x(t,f)) dé+b(t,z) in (0,T) x
x(0,z) = x"(x) in Q.

(6.5.5)
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Just as in the finite-dimensional case, the key point is to note how the controls [w(t, z, £), b(t, z)]
for (t,2,€) € (0,T) x 2 x Q enter the systems:

w(t, z,§) b(t, x)
w(t,z,£) = e RN b(t,x) = e RV,

w(t, z, ) b(t, x)
(6.5.6)

Empirical risk minimization
As before, we first consider the consider the regularized empirical risk minimization

problem
2

inf &(x(T)) + )\H [w, b H , (6.5.7)
[w,bl€ H®(0,T;81) Hk(0,T;41)
subject to(6.5.4) (resp.(6.5.5))
where o > 0 is fixed, k = 0 for (6.5.5) and k = 1 for (6.5.4),
U= L2(Q x Q) x L*(Q),
and we define the training error as (we concentrate* on L%-loss):
1N
— (2
Ex(T)) = D IIxi(T) = 9@ [z (c) (6.5.8)
i=1

where g : Y — L?(Q) is arbitrary, but fixed. We note that, due to the fact that we are
working with functions as inputs and labels, we do not require an output layer P which
matches dimensions as in the finite-dimensional case. The optimization problem (6.5.7)
admits a solution — the argument follows the same lines as the proof of Proposition 6.2.1.

In view of the rather universal nature of the proof to Theorem 6.1 and Theorem 6.5 in the
finite-dimensional case, one may in fact roughly repeat the exact same proofs at most
points, replacing throughout the finite dimensional euclidean spaces R% and R%:, by
L2(Q)N and $l respectively. Whence, we state the infinite-dimensional (partial) analog
to Theorem 6.1.

Theorem 6.7. Let A > 0 be fized, let x™ € (CO(Q))N be such that x*(z;) = (Z;);, and
assume that (6.5.4) (resp. (6.5.5) with o positively homogeneous of degree 1) interpolates
the set {x™,ys"*}, in some time Ty > 0. For any T > 0, let xp € C°([0,T]; L*()N)
be the unique solution to (6.5.4) (resp. (6.5.5) with o positively homogeneous of degree 1),
associated a global minimizer ur = [wy,br] € H*(0,T;4) of the functional in (6.5.7),
where k = 0 in the case of (6.5.5) and k = 1 in the case of (6.5.4). The following
properties then hold.

1. There exists a constant C' = C(x™, 7, \) > 0 independent of T such that

&(xr(T)) < %

+oo

2. There exists a sequence {T,,},1°7,

with T, > 0 and T,, ——— +0o0, and some
n—-4oo

xo € L2(Q)N with &(x,) = 0 such that, along a subsequence,

& (x7, (T,)) — 0

4We do this choice for simplicity of presentation of the continuous space-time model and since we
only present the results analog to the £2-loss in the neural ODE setting. One can define the functional
version of classification losses such as cross-entropy by rather working with probability measures instead
of L? data, or, sticking to binary classification tasks, apply a sigmoid nonlinearity to x;(T"). We leave
these cases to the interested reader.
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and
xr, (Tp,) = x* weakly in L?(Q)N

as n — +00.

For the sake of completeness, we give a sketch of the proof — by indicating the only
changes with respect to that of Theorem 6.1.

Proof of Theorem 6.7. We note that the infinite-dimensional analog of Lemma 7.2.1 may
easily be shown to hold, and one may readily repeat precisely the same arguments as in
the proof of Theorem 6.1, replacing R% and R% by {l and L?(2) respectively throughout.
The only difference occurs in regarding the arguments on strong L?-convergence of the
sequence of controls in the case k = 1 — in the infinite dimensional case, we may exhibit
the Aubin-Lions compactness lemma instead of Rellich-Kondrachov to conclude. O

Augmented empirical risk minimization
We similarly consider the augmented supervised learning problem

2

(6.5.9)

)
[w,b]e H®(0,T;80) Hk(0,T;4)

subject to(6.5.4) (resp.(6.5.5

inf /OTE(x(t))dtHH[mb}H
)

where € is as in (6.5.8) (note that, since there is no output layer P, and we consider
L?-loss, we may consider integrating the training error straight away). As expected, the
analog exponential decay result holds for (6.5.9).

Theorem 6.8. Fiz A\ > 0 and let x™ € CO(Q)N. Assume that (6.5.5) (resp. (6.5.4))
is controllable in some time Ty > 0 with linear cost.Then, there exists T* > 0 and
positive constants C1,Co, pu > 0 depending on X\, x™, 4, N, such that for any T > T*, any
parameters [wr, br] € H(0,T;4) solving the minimization problem (6.5.9), where k = 0
in the case of (6.5.5) and k = 1 in the case of (6.5.4), and the corresponding unique
solution x € C°([0,T]; L*(Q)N) to (6.5.5) (resp. (6.5.4)), satisfy

lwr ()] 2@xq) + b7 ()|l L2@) < Cre™

for a.e. t €1[0,T] and
E(xr(t)) < Cre M

for allt €10,T].

The proof is omitted and left to the reader, as it follows precisely the same arguments
as that of Theorem 6.5.

6.5.2 From continuous to discrete

The passage from (6.5.2) to a discrete-time scheme such as (6.5.1) is not immediately
obvious, and to our knowledge has not been presented in the literature. To proceed,
it is important to observe the inherent link between the layer k and the width dj in
(6.5.1). This motivates discretizing (6.5.2) in the spatial variable z € (0,1) by using a
time-dependent grid, which has a different number of nodes dy at each time-step. We
give more detail on this in what follows.

Let us demonstrate that (6.5.2) which reads® (we omit the dependence on i for clarity)

Ox(t,x) =0 (/0 w(t, x, £)x(t, &) dE + b(t,x)) in (0,7) x (0,1)
x(0,z) = x"(x) in (0,1),

5The choice of the spatial interval [0,1] is completely arbitrary — one may of course consider any
bounded interval of R.
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where x™ is such that x™(z;) = Z; for some {z;}?_; C [0,1], can be discretized to read
exactly as

xktl = phyk 4 o (wkxk + bk) for k € {0, ..., Mayers — 1} (6.5.10)
x0 =7 o
Here x* € R%, wk € Ré+1%d and bk € Ré+1, with do := d and {dj}, " given

positive integers, and P* € Rs+1xdk

The derivation below is purely for illustrative purposes — an adaptive solver ought
to perform better than an adaptation of an Euler scheme as (6.5.10). Moreover, the
subsequent arguments will of course also apply to (6.5.3).

Let

{to7 . ,tN‘aye"S} , with ¢° := 0 and ¢Mevers .= T,

be a given, non-decreasing sequence of time-steps. For simplicity of presentation, let us
assume that the time-steps are uniform, namely t* = kAt with At = NIL, but more
ayers

general time-adaptive sequences can be considered. For any k € {0, ..., Nayers}, let us
assume that we are given a grid

{ (1)}, € [0.1]

which is ordered and uniformly distributed. For simplicity of presentation, in our dis-
cussion we will assume that z1(t*) = 0 and 24, (t*) = 1 for any k. However by means
of an time-step-dependent dilation, this restriction may be removed. We note that, not
only there might be no overlap of grid nodes over different time-steps, but moreover, the
number of grid nodes changes at each time-step k.

We will seek for an appropriate discretization of

Opx(t (1) = o ( / (L, (), €) (P € e+ b (P, (t’““)))

0
(6.5.11)
for k € {0,..., Mayers—1} and j € {1,...,dp41}. Hence, in view of the preceding discus-
sion, some kind of interpolation may needed to justify a backward Euler discretization
of the time derivative dyx appearing in (6.5.11) at the grid nodes.

For any given k € {0, ..., Nayers — 1} and j € {1,...,d;}, we shall henceforth denote

xf =z (Y, xP = x(tF, %),
Following through the above discussion, the main issue in writing down a forward dif-
ference discretization to 9yx(t**1 z;(t**1)) appears whenever for a given k one has
dy # dj41, as it is a priori not possible to make sense of the expression x(t1, z;(t*+1)) —
x(tF, z; (%)) for j # 1. Indeed, all « € {2,...,dy} are such that x,(t¥) ¢ {mj(tk“)};l?ll,
due to the uniformity of the grid.

Let us give an elementary argument for addressing this issue. Given k and given any
j€{1,...,dgs1}, there clearly exists ¢« € {2,...,d;} such that ac;ﬁ'l € [zk |, 2¥]. For
such indices, we may thus define the linear interpolant
X, — Xy k+1 k

(a8t —a)). (6.5.12)
Ty — 1

k

Lk L—
X; =X, + %
o

This is nothing but an approximation of the first order Taylor expansion of x(t**1, z; (t**1))
with respect to the second variable. Using this interpolant, we may consider the simple
forward difference

xhHl gk

8tx(tk+17l'j(tk+l)) ~ % (6513)
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for any k € {0,..., Niayers — 1} and any j € {1,...,di41}. We may now use any Newton-
Cotes formula to discretize the integral term in (6.5.11): for j € {1,...,dg41}, we write

1 di
/ w (2 (), €) x (87, €) d¢ ~ Zogw (T 2 (), 2, (87)) (87, 2, (£F)).
0 =1

(6.5.14)
Here, a, > 0 are the corresponding weights of the chosen Newton-Cotes formula.
Let us now define

X (1%, 1 (1)) B(E L,y (£5+1))
XM= : € R%, b* = : € R+
X(tk7xdk (tk)) b(tk+17xdk+1 (tk+1)>
and
w = o™ 2 (), 2 ()] a1 <oca, € RN

The above definitions, as well as (6.5.13) and (6.5.14) applied to (6.5.11), lead us to
(6.5.10), where At has been "omitted" as a factor of the nonlinearity. In view of (6.5.12),
the operator P* € R%+1 x R% takes the explicit

di41 ZFtl gk Zh Ll _ gk
ko J (4) - T J §) = T
Pt = Z ({1 R — }ej%) T~ E ok ei%‘)l) ’

k -
Ty — Py —1 L) -1

j=1

where ¢(j) € {2,...,di} is such that a:;-”'l € [a:f(j)fl,xf(j)], while {g; ;li*ll and {ej}?il
denote the canonical bases of R%+1 and R% respectively. We notice that the matrix
P* only has 2 non-zero elements at every row j € {1,...,dry1}. This concludes our
derivation.

Remark 6.5.3 (Generating moving grids). Whilst we have assumed a very simple given
time-dependent grid, one may certainly generate more sophisticated moving grids — we
refer to [35] for a comprehensive overview on the existing methods, which have found
extensive use in the discretization of partial differential equations manifesting shock waves
and/or free boundaries.

6.6 Concluding remarks

In this work, we have addressed the behavior when the time horizon goes to infinity of
general but widely used learning problems for neural ODEs.

e In the classical empirical risk minimization problem with a Tikhonov parameter
regularization, we concluded via Theorem 6.1 — Theorem 6.3 that when T is large
enough, the obtained optimal/trained parameters for neural ODEs are such that
the corresponding trajectories reach zero training error with a quantitative rate
(thus, stipulate an approximation property of the trained model with respect to T'),
whilst doing so with the least oscillations possible. In the associated discrete-time,
residual neural network setting, this result indicates that adding more layers before
training would guarantee the optimal trajectories approach the zero training error
regime, but do so without overfitting. In more practical terms, to ensure that the
global minimizer is near zero training error, while training, one could systematically
decrease the time horizon T whilst keeping the regularization parameter A > 0 fixed.

e To obtain better quantitative estimates on the time horizon (and thus, number of
layers) required to be e—close to the zero training error regime, for a given toler-
ance £ > 0, we introduced a minimization problem wherein we added a tracking
term which regularizes the state trajectories over the entire time horizon. In Theo-
rem 6.5, we show that the training error and the optimal parameters are in O (e™#!)
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for all t € [0,7]. This result, along with numerical experiments, demonstrates a
strong approximation rate of the trained neural ODE flow (which ought to be com-
pared with universal approximation results, in which, a key caveat is that there
is no scalable method to compute the theoretically guaranteed parameters), with
parameters which are exponentially small, and thus stipulate that the flow would
tend to oscillate little. Moreover, the exponential decay estimate also ensures that
T need not be chosen too large to render the training error small.

6.6.1 Outlook

We present a list of questions and topics which would be complementary to our work.

e Generalization bounds. To complement our analytical study on the long time
horizon/large layer regime, it would be of interest to provide generalization error
bounds for the limiting, least L?-norm parameters in the interpolation regime
obtained in Theorem 6.1, via, for instance, commonly used metrics such as the VC
dimension [263] or Rademacher complexity [18§].

e Exponential decay for (6.4.5) and non ¢?>—losses. We provided a proof of the
exponential decay of the training error and optimal parameters in the context of
(?-loss, and without regularizing the output Px;(t) but rather the features x;(t)
over all time/layer ¢ € [0,7]. We stipulate that, whenever P is Lipschitz (and
possibly real analytic) and such that the training error attains its minimum (e.g.
when P is a matrix, or a matrix composed with a smoothly truncated sigmoid),
the exponential decay result could hold by making use of a Lojasiewicz inequality
argument. This is a prospective work. On the other hand, addressing analytically
the (exponential) decay stipulated by the numerical experiments presented herein
for non ¢?-losses such as cross-entropy remains an open problem.

e Unsupervised learning. As discussed in the introduction, the neural ODE rep-
resentation of deep supervised learning has seen fruitful applications in the context
of generative modeling via normalizing flows, a popular topic in the context of un-
supervised learning. In unsupervised learning, one does not dispose of input-label
samples, but rather only data which is unlabeled, and aims to generate a learned
representation much like supervised learning. It would be of interest, in view of
the existing applications, to investigate the potential use of the results presented
in this work to the context of unsupervised learning.

6.7 Appendix: Proofs

6.7.1 Proof of Theorem 6.1
We note that both (6.3.2) and (6.3.3) can be written in the compact form

x(t) = f(w(t),b(t),x(t)) in (0,T)
{X(O) =x" e R%, (6.7.1)
with
£(0,0,x) =0, f(aw, ab,x) = af (w,b,x) for a > 0. (6.7.2)

We will refer to u := [w, b] as the control of the ODE system, in accordance with control
theory vocabulary. We begin with following short but key lemma.

Lemma 6.7.1. Let Ty > 0 and [wr,,br,] € H*(0,Ty; R%) be given, and let x1, be the
unique solution to

{XTo 0 if(wTo (t), bz, (8), X1 (8))  in (0, To) (6.7.3)

x7,(0) = x° € R,
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(i.e. (6.7.1) on (0,Tp)) with £ as in either (6.3.3) or (6.3.2), thus satisfying (6.7.2). Let
T > 0, and define

wr(t) := %wTD <t§?) ,  br(t) = %bqﬂo <t§?) fort e [0,T], (6.7.4)
and
xr(t) == xr1, (t?) fort €[0,T). (6.7.5)

Then xp is the unique solution to (6.7.1) (with the same £ as in (6.7.3)) associated to
[’LUT7 bT]

We omit the proof, which follows by writing the integral formulation of xr(¢) and a
change of variable in the intervening integral. This sort of time-scaling in the context
of driftless control affine systems is commonly used in control theoretical contexts — a
canonical example is the proof of the Chow-Rashevskii controllability theorem, see [69,
Chapter 3, Section 3.3].

The following corollary is an immediate consequence.

Corollary 6.7.2. Let x° € R% and x! € R%. [f (6.3.3) (resp. (6.3.2) with o 1-
homogeneous) is controllable in some time Ty > 0, then (6.3.3) (resp. (6.3.2)) is control-
lable in any time T > 0.

Proof of Corollary 6.7.2. Let [wr,, br,] € H*(0,To; R%), with k = 0 for (6.3.3) and k = 1
for (6.3.2) be such that the corresponding solution x7;, to (6.7.3) satisfies xr, (Tp) = x.
Let T > 0 and consider [wr, bp] defined in (7.2.1). The corresponding solution xg to
(6.7.1) is thus given by (7.2.1) — we clearly observe that x7(T) = x7, (T'52) = x7,(Tp) =

x'. This concludes the proof. O
We are now in a position to prove the main result.

Proof of Theorem 6.1. We will henceforth, for notational convenience, extensively make
use of the notation u := [w, b]. We will focus on the neural ODE (6.3.3) and hence k = 0.
The case (6.3.2) and k = 1 follows exactly the same arguments, and we will comment on
the key differences at the end of the proof.

Part 1. We begin by showing
E(xp(T)) ST (6.7.6)

uniformly in 7. By the interpolation assumption, there exists some u! € L?(0,1;R%)
such that the associated solution x! to (6.3.3) on [0, 1] satisfies &(x'(1)) = 0. Using the
optimality of ur and the scaling relations from Lemma 7.2.1, we obtain

Ia (ur) = € (xr(T)) + X ur |72 0 rpen)

A
< ECH D) + F o701

for all T > 0. Since &(x'(1)) = 0 by the interpolation assumption, the above inequality
implies

A 2
0<E(xp(T)) < T H“1||L2(0,1;Rdu)

(6.7.7)
for all T' > 0. Estimate (6.7.7) clearly implies (6.7.6).

Part 2. We now look to prove (6.3.6). To this end, we will look to show that {x7(T")}r>0
is a bounded subset of R% . This will allow us to extract a converging sequence, whose
limit will be shown to lie in {€ = 0}.
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For any T' > 0, set

aux . l 1 i
u?X(t) = T <T> for ¢t € [0, 7.

We argue similarly as in Part 1. Making use of Lemma 7.2.1 once again, and since
E(x'(1)) = 0, we see that

aux A 2
I () =€ (Xl(l)) + T H“1HL2(0,1;Rdu)

A g2
= 7 el 220,100 - (6.7.8)
Using the optimality of ur, one sees that
J,\,T (uaux) P J)\,T (U'T) > A ||uTHiZ(O,T;Rdu) i (679)
Combining (6.7.9) and (6.7.8), we deduce that
2 1 2
||UT||L2(07T;R‘1“) < T ||u1HL2(071;]Rdu) (6.7.10)

for any T > 0. Now by integrating (6.3.3), and using the fact that o is globally Lipschitz
continuous with constant C'(o) > 0 and satisfies ¢(0) = 0, for any t € [0,T] we have

t
[[xz(t) = x"|| < NC(U)/O lwr (s)]| [Ixr ()]l ds + N [[brll 11 o 7ira) -

By using the Gronwall inequality, we obtain

T
[x7(T) = x°|| < N [[bzll 11 (0,7 a) €XP (NC(U)/O [[wr (s)]] d8> :
whereas by Cauchy-Schwarz, it follows that
HXT(T) - XOH < VTN ||bT||L2(0,T;JRd) exXp (ﬁNC(U) ||wT||L2(O,T;]Rd><d)) .
At this point, employing (6.7.10), we deduce

3 (T) = x| < N |Ju exp (NC(0) [lu

1HL2(071;R‘1H) 1HL2(0,1;]Rdu)> :

Since u! is independent of T', we conclude that the set {x7(T)}70 is bounded. Whence,
there exists a sequence {Tn}j{i‘i with T,, > 0 and T,, — +00 as n — 400 and some
X, € R4 gsuch that

x7, (Th) — Xo as n — +oo. (6.7.11)

Since € (x7, (T5,)) — 0 as n — 400 by (6.7.6), by continuity of £, we have £(x,) = 0.
This concludes the proof of (6.3.6).

Part 3. We now address the third statement of the theorem. To this end, we will first
show that the sequence {u,}; > defined in the statement is bounded in L2(0, 1; R%).
Let u € L?(0,1;R%) be any solution to

u€L?(0,1;R%
x solves (6.3.3

and
E(x(1))=0

1
inf / [|u(t)||? dt. (6.7.12)
)Jo
)

Denote by x' the corresponding solution to (6.3.3) on [0,1]. We claim that

llunll£20,1Ru) < HuTHLQ(O,l;Rdu) , for all m > 1. (6.7.13)
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We prove this claim by contradiction. Indeed, assume that we had

Hm”L?(o,l;Rdu) < unllL2(0,1;R04) for some n > 1.
We consider
1 t
ul (t) == T—nuJr <Tn> for ¢ € [0, T,,],

whose corresponding state x|, solution to (6.3.3) on [0, T},], satisfies x|, (T,,) = xf(1) by
Lemma 7.2.1. On another hand, by assumption we have &(x'(1)) = 0. It then follows
that

A 2
I, (UL) T HUTHLQ(O,l;Rdu)
A
< & (x1,(Tn)) + Tf”“n”%z(o,hmu) = Jr, (ur,),
n

which contradicts the fact that ur, minimizes Jr,. Hence, (6.7.13) holds, and {u,}>3
is bounded in L2(0,1;R%). Consequently, by the Banach-Alaoglu theorem, there exists
u* = [w*,b*] € L?(0,1;R%) such that

Up — Uu* weakly in L%(0,1;R%),

along some subsequence as n —» +o00. Moreover, using the properties of equation (6.3.3)
(see the arguments in the proof of Proposition 6.2.1), we deduce that the trajectory x,
associated to u,, satisfies

X, — X* strongly in C°([0,1];R%) (6.7.14)

as n —» +o00, where x* is the solution to (6.3.3) on [0, 1], associated to u*. On another
hand, note that by Lemma 7.2.1, xr, (t) = Xn(Tin) for ¢ € [0,T,], whence xr, (T,,) =
x,,(1) and thus, combining (6.7.14) and (6.7.11), we see that x*(1) = x,. Consequently,
u* is a control such that &(x*(1)) = £(x,) = 0, thus satisfying the constraint in (6.7.12).
In view of this, we may also use (6.7.13) and the weak lower semicontinuity of the L%~
norm to write

HUTHL2(071;Rdu) < HU*HLz(O,l;Rdu) < %ﬂgljo ||Un||L2(0>1%Rd”)
< lim lunlp2o,1;r40)
oo

n—-+

< limsup [[un | £20,1;r40)

n—-> —+00
< ||UTHL2(071;Rdu) ) (6715)
clearly implying that
TLLIP}-OO ||un||L2(071§Rd“) = Hu*”Lz(O,l;Rdu) .

Hence, as weak convergence and convergence of the norms in L? implies strong conver-
gence in L2, we deduce that

Uy — u* strongly in L?(0,1; R%)

along soe subsequence as n — +00. Moreover, from (6.7.15) we deduce that, since '
is a solution to (6.7.12) and since u* satisfies the constraints therein, u* is a solution to
(6.7.12) as well, which concludes the proof for (6.3.3) and k = 0.

In the case (6.3.2) and k = 1, one may clearly repeat the above reasoning, replacing
L?(0,T;R%) by H'(0,T;R%) throughout, with some key additions.
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In Part 1, we first note that instead of (6.7.8), one has

A A
(@) = E(x'(1)) + T H“1||f:2(0,1;]1§du) T 73 Hu1||f:2(0,1;Rdu)
)\ 2 )\ L1112
=T HUT0||L2(O,1;Rdu) + T3 ||u HL2(0,1;1Rdu) :

This is not an impediment to (6.7.9), which remains true, and one can clearly deduce
that {x7(T)}r>o is bounded as well. Similarly, (6.7.7) holds with a bound of the form

A 2 A g2
0 < E(xr(T)) < T H“1||L2(0,1;Rdu) T 73 ||u1||L2(071;Rd'u) :

Whence the remainder of parts 1 and 2 hold in this context as well.

In Part 3, we emphasize the sole key difference between (6.3.3) and (6.3.2) — the weak
L%*—convergence of {u,}>] is a priori not sufficient to entail the strong convergence
in (6.7.14) in the case of (6.3.2). However, by the Rellich-Kondrachov compactness
theorem, the weak H'-convergence of {u,};> implies a strong L?-convergence along
a subsequence, which would yield (6.7.14) by arguing just as in the proof of Proposi-
tion 6.2.1.

This concludes the proof. O

6.7.2 Proof of Theorem 6.2

The proof closely follows the lines of that just above. Let us consider £ = 1, since the
case k = 0 is equivalent to Theorem 6.2. We present minimal details for completeness.

Proof of Theorem 6.2. We again make use of the notation u := [w,b]. We first show
ExAT)) S A (6.7.16)

uniformly in A > 0 — we argue as in the proof of Theorem 6.1 just above, exhibiting, by
the interpolation assumption, parameters u! € L2(0,1; R%) such that &(x!(1)) = 0. We
may obtain an estimate like (6.7.7) and conclude. Now, the same arguments as in Part 2
of the proof of Theorem 6.1 may be used to deduce that {xx(7)}r>o is a bounded subset
of R%, and hence there exists a sequence {\,},;/> of positive numbers with A, \, 0 as
n — +oo and some x, € R% such that

XA, (T) m Xo-

Using (6.7.16) we deduce that €(x,) = 0. Finally, the proof of the last fact is identical
to that done for Theorem 6.1, so we omit it. O

6.7.3 Proof of Proposition 6.3.2

The proof of Proposition 6.3.2 is a straightforward Gronwall argument. We sketch it for
completeness.

Proof of Proposition 6.3.2. For simplicity of presentation but without any loss of gener-
ality, we will henceforth concentrate on system (6.3.3). For any ¢ € [0,T], i € [N] and
j € [N], we have

0) =30 =5 ==+ [ () (o13(7)) ~ o))

Using the Lipschitz character of o, we get
t
i (1) — x; (B)I] < [} — %] +/0 [w(T)I o (xi(7)) = o (x;(7))|| d7

<=9 = %9 + 0(0)/0 w(T)]| ||xi(T) = x;(7)]| dr.
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We apply the Gronwall inequality with the effect of

n&@wmw«m(a®AHMﬂmﬁuﬁﬁw

We evaluate the above expression at final time ¢ = T' to obtain

T
et =l <o (ct0) [ oo ) 2 -,

for some xj € P~" ({¢;}) and xj € P~' ({f;}), whence

i — x5l

T
m<mwénwﬂmﬂ>ngw-

Taking the log on both sides we obtain (6.3.9). O

6.7.4 Proof of Theorem 6.3

We now provide a proof of our main result in the context of classification tasks.

Proof of Theorem 6.3. Let [@,g} € H*(0,Ty; R%) be a pair of parameters which sepa-

rates the dataset {x?7 gj’l}fil with respect to P in time T > 0, i.e. such that the solution

X = [X1,...,Xn] to (6.3.2) with initial condition x° = [x7,...,x%/] corresponding to

[@ , 3} satisfies

in { P%;(Ty)s — PR(Ty); » =~ > 0. 6.7.17
min Xi(To)g: %ﬁv’ﬁ Xi(To); ¥ ( )
JI7FYi

Now fix an arbitrary « € (0, %), and, for any T > 0, define

2Ty [ (210 (2T T

[w(t),bT(t)] =
T~ [Idg, 04 for t € <€T} ,

where Idg is the identity matrix in R%*? and 04 is the zero vector in R%. By virtue of
the scaling in Lemma 7.2.1, for ¢ € [%, T], the trajectories xT = [XI, .. ,X}L\,} associated

to [wT, bT] are given by the solution to
o — T
x(t)=0 (T X, (t)) for t € 3 T

x| (Z) =% (Tv).

Moreover, since o(z) = max{z,0}, and thus o being nonnegative, the right hand side in
(6.3.2) is nonnegative. Using the assumption that the initial conditions are of the form
x? = QF; > 0, it follows that X;(Tp) = 0 for all i € [N]. We can therefore drop o from
(6.7.19) and deduce that szT (t) solves

(6.7.18)

%ij(t) = T“ilpxj(t) for t € [Z’T}
(6.7.19)

T
Px! <2> = PX; (Tp) .
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Hence, we have
T 2 T (t—T/2) T
Px)(t) = Px;(To)e , for all ¢t € 5 ri.

Now, using the definition of the cross-entropy loss and the margin v in (6.7.17), we
compute, for any i € [N],

- e
ePXi (To)gie 2

loss (x}(T),@) = —log Ta
27.” ePXi(To)je 2

= log |1+ Z6(P£i(Tg)je¥),(Pii(TO)gie%)

J#Yi

TOL
log <1 + (m—1)exp (—'y exp <2)>> .
Then, we can estimate

& (x'(T)) < log (1 + (m — 1) exp (—7 exp (T;>>> : (6.7.20)

On the other hand, using the definition of [wT,b'], we deduce

N

2 2 2
H [wlrvbT] HHl(O,T;leu) = H [wT’bT] HH1(0 T Rdu) + H [wTvbT] HHl(g,T)

< tyorer,

for some constants C7,Cy > 0 depending only on \, Ty and {@,3} From this estimate,
together with (6.7.20), we obtain, for T' > Ty,

JIar (wT7 bT) <log <1 + (m—1)exp (—'y exp <TQ>>) +CT% 1,

for some constant C' > 0 depending on A, Tp, {@,3}, but independent of T'. Using the

above estimate, we may conclude from the optimality of [wr, br], as

E(xr(T)) < Iag (wr,br) < Iar (wT,bT)
< log (1 +(m —1)exp <7 exp <TQ)>) +Cr?et,

O

6.7.5 Proof of Theorem 6.6

The following short functional analysis lemma will be of use in the proof of Theorem 6.6.
We omit the proof, which follows by using the open mapping theorem (see e.g. [33,
Theorem 2.6, pp. 35]).

Lemma 6.7.3. Let Hy and Hs be two real Hilbert spaces. Let
A:H, — Hy
be a linear, bounded and surjective operator. Then
I:3H, — Hy

. 2
Yy — argmin ||IH:H1
€A1 ({y})

is linear and bounded.
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Proof of Theorem 6.6. Inspired by the techniques in [72] and the so-called staircase method
introduced in [219] (see also [236]), we define the continuous arc

v:[0,1] — R%
s (1 —5)x" + sx’.
By assumption,

o), (x), o (xh) |

is a linearly independent system of vectors in R? for any s € [0,1]. Thus, by using the
continuity of v, there exists an 1 > 0, such that whenever ||x1 — XOH <,

{e () o () oo () } (6.7.21)

is also a system of linearly independent vectors in R for any s € [0,1]. Following the
framework of Lemma 6.7.3, for any s € [0, 1], define

Ay : R — R
w — wo (v (s)) .

By the linear independence of the system of vectors (6.7.21), Ay is surjective for any
s € [0,1]. Hence, using Lemma 6.7.3, we see that

Iy :R% — R4

y+— argmin |w],
weA; ({y})

is a linear and bounded operator for any s € [0, 1], and, since (6.7.21) is independent and
the arc 7 is continuous, {I's}s¢[0,1] is uniformly bounded in operator norm:

HFSHL(]Rdm;RdXd) <C (6.7.22)

for some C' > 0 independent of T > 0. Now, for ¢ € [0, T], set

w(t) =T, <X1 — XO) , (6.7.23)

T

with s, == %. Note that for any ¢ € [0,T], the vector w(t) € R**? solves the linear

system of equations
w(t)o (x;(t)) =x;(t) for i € [N],

x(t) =1 (;) = (1 - ;) x? + %xl.

X;(t) = w(t)o(x;(t)) forte (0,7)
x;(0) = 7(0) = x;
x; (T) =~(1) = xj,
for any ¢ € [N]. This thus demonstrates the existence of a control w steering the stacked
dynamics from x° to x! in time T

where

Hence, x(t) solves

Let us conclude by showing that w satisfies the stated estimate. By the definition of
w in (6.7.23) as well as (6.7.22), for any ¢ € [0, 7] we have

1_ 0 C
(7)< e

)

o = (7

as desired. O
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6.7.6 Proof of Proposition 6.2.1

For the sake of completeness, and usage of the arguments in some of the other proofs,
we sketch a proof of the existence of minimizers via the classical direct method of the
calculus of variations.

Proof of Proposition 6.2.1. We shall concentrate solely on the case k£ = 0, as modulo an
application of the Rellich-Kondrachov compactness theorem, the arguments are exactly
the same in the case k = 1. We fix A = 1 for simplicity.

Let {[wn, b,]}12% € L?(0, T;R%) be a minimizing sequence, namely a sequence satisfying

lim  Jp(wp,b,) = inf Jr(w, b).
n——+oo [w,b]€L2(0,T;Rdw)

For any n > 1, denote by x,, € C°([0,T];R%) the unique solution to (6.3.3) — (6.3.1)
associated to [wy, b,] and the initial datum x°. Note that

Jr(w,b) > /OT [ o). e Hth,

whence Jr is coercive in the sense that Jr(u) — 400 when |lulp2 — +oo. Since Jr
is coercive, it follows that {[w,,b,]},:>5 is bounded in L2(0,T;R%). Therefore, there
exists a pair [w*, bﬂ € L2(0,T;R%) such that
wy, — w' weakly in L?(0, T; R*?)
by, — bf weakly in L2(0,T;R%)
along a subsequence as n — +o0o0. Of course, the same convergences thence hold for
w,, := diagy (w,) to wi := diagy (w'), as well as b,, := [by,,...,b,] to bl := [bl, ... b].

Let xt € C°([0,7];R%) be the unique solution to (6.3.3) associated to [wf,b1] and the
initial datum x°. Let us prove that

X, — X! strongly in C°([0, T]; R%) (6.7.24)

along the aforementioned subsequence as n — +o0o. Take an arbitrary ¢ € [0,7]. Note
that

x, (t) — x'(t) = /075
_ / t [Wa(T)o(xa(r)) = wa(r)o (x1(7)) | ar

wi(r)o (%0 (7)) + bu(7)] dr /0 [wi(r)o (x1(r)) + bi(7)] dr

—

/ W (T ())fw*(T)a(xT(T))]dT

/O[b() bT()}d.

Hence, using the fact that o is globally Lipschitz with constant c(c) > 0,

) =xi(0)] < [ el o (x07)) — o (1) @

+ ‘ /Ota (x' (7)) [wa(r) — wi(r)] dr
i ‘ /Ot [bu(r) = b(7)] ar

g tWT XT*XTT T C
)/0 [ () = 1 ()| 7 + e,
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with

/Ot [bn(r) - bT(T)} dr||.

+\

/0 o (x'(7)) [wn(r) —wi(r)] dr

o]

Using Groénwall’s inequality, Cauchy-Schwarz, and the boundedness of the L?-norm of
{w,} 129 by some constant M > 0 independent of ¢, we thence obtain

Hxn(t) — XT(t)H < ¢, exp <c(o) /Ot W, (T)]| dT)
< Cp €Xp (C(U)ﬁ Hwn”L?(O,T;Rdxde))

< ¢p exp (c(a)\/TM) .

As ¢, — 0 along any subsequence as n — 400 by virtue of the weak convergences of
{w,}129 to wh and {b,} /> to b, we deduce (6.7.24).

Now using the weak lower semicontinuity of the squared L?(0,T; R%)-norm, the conti-
nuity of &, (6.7.24) and — if there is an integral tracking term of the state — the Lebesgue
dominated convergence theorem, we deduce

inf Jr(w,b) = lim Jr(wp,by)
[w,b]€L2(0,T;R%u) n—s+0o
< Timi
= lnlgl_"l_l;lg JT(U)n, bn)

> JT(’LUT, bT).

Whence [wT, bT] is a minimizer. This concludes the proof. O
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Chapter 7

Sparse approximation in learning
via Neural ODEs

Abstract. We consider the continuous-time, neural ODE perspective of deep supervised
learning, and study the role of the final time horizon 7', which may be interpreted as the
depth of the associated residual neural network (ResNet). We focus on a cost consisting
of an integral of the empirical risk over the time horizon and L'-parameter regularization,
and under homogeneity assumptions on the dynamics (typical for ReLU activations), we
prove that any global minimizer is sparse, in the sense there exists a positive stopping
time T™ beyond which the optimal parameters vanish. Moreover, under appropriate
interpolation assumptions of the model, we may provide quantitative estimates on the
stopping time 7, and on the training error of the neural ODE trajectories at the stopping
time. The latter stipulates a quantitative approximation property of neural ODE flows
with sparse parameters. In practical terms, when extrapolated to the ResNet context, a
shorter time-horizon in the optimal control problem can be interpreted as considering a
shallower ResNet, which may lower the computational cost of training.

Keywords. Deep Learning; Neural ODEs; Supervised Learning; Sparsity; Optimal control;
Nonlinear systems.

AMS Subject Classification. 49J15; 49M15; 49J20; 49K20; 93C20; 49N05.
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7.1. Introduction

7.1 Introduction

Sparsity is a highly desirable property in many machine learning and optimization
tasks due to the inherent reduction of computational complexity. When induced by
('-regularization for instance, it has been used extensively for simplifying a machine
learning task by selecting a strict subset of the available features to be used in an autom-
atized manner. An illustrative example is the well-known Lasso (least absolute shrinkage
and selection operator, [239, 258]), which consists in minimizing a least squares cost
function and an ¢'-penalty for an affine parametric model, and enforces a subset of the
trainable parameters to become zero. As a consequence, the associated features may
safely be removed.

Following this line of reasoning, in this work, we study supervised learning prob-
lems viewed from a continuous-time, neural ODE perspective, and we demonstrate the
appearance of sparsity patterns for L'-regularized minimization problems.

We recall that supervised learning addresses the problem of predicting from data, which
consists in approximating an unknown function f : X — Y from N known and possibly
noisy samples {Z;, §; = f(fz)}fil Depending on the nature of the space of labels ), one
distinguishes two types of supervised learning tasks, namely that of classification (labels
take values in a finite set of m classes, e.g. Y = {1,...,m}) and regression (labels take
continuous values in )Y C R™). Heuristically, supervised learning consists in constructing
a map
fapprox X — 77(3/),

which, desirably, is such that for any x € X and for any Borel measurable A C Y,
fapprox(2)(A) ~ 1 whenever f(z) € A, and fapprox(x)(A) =~ 0 whenever f(z) ¢ A; here,
P(Y) denotes the space of probability measures on ). In other words, one looks for
a map fapprox Which approximates the map x —— dy,) where ¢, stands for the Dirac
measure centered at z. The map fapprox iS generally chosen from a class of parametric
functions. As one only has N samples of f, the parameters are tuned in order to fit
fapprox to these data by minimizing a specific loss functional.

Deep neural networks constitute a popular method for constructing fapprox — they are
parametrized computational architectures which propagate each individual sample of
the input data {%;}Y, € R across a sequence of affine parametric operators and
simple nonlinearities. The so-called residual neural networks (ResNets, [140]) may, in
the simplest case, be cast as schemes of the mould

k41 k kk k
X, =%+ o (wxP+0b for k € {0,..., Mayers — 1
{Z ( ) { tayers — 1} (7.1.1)

X?:fieRd

for all i € {1,...,N}. The unknown states are x¥ € R? for any i € {1,..., N}, o is an
explicit scalar, Lipschitz continuous nonlinear function defined componentwise in (7.1.1),
{wk7 bk}g:ge"s_l are optimizable parameters (controls) with w* € R?*¢ — called weights,
and b* € R¢ — called biases, and Niayers = 1 designates the number of layers referred to
as the depth.

Due to the inherent dynamical systems nature of ResNets, several recent works have
aimed at studying an associated continuous-time formulation in some detail, a trend
started with the works [89, 129]|. This perspective is motivated by the simple observation
that for any ¢ € {1,..., N} and for T > 0, (7.1.1) is roughly the forward Euler scheme
for the neural ordinary differential equation (neural ODE)

{ki(t) = o(w(t)xi(t) +b(t)) fort € (0,T) (7.1.2)

x;(0) = &; € R%.

We shall focus our interest on parametrizing fapprox by the flows of neural ODEs such
as (7.1.2). This may be done by setting fapprox : & — u(x(T")), where x(T') solves
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(7.1.2) with x(0) = x, and pu : R? — P(}) is chosen appropriately. In practice, the
time-dependent parameters [w,b] are found by solving the regularized empirical risk
minimization problem

p

N
min % Z loss(Px;(T), ¥;) —I—H [w, b}‘
i=1

[w,b] L?(0,T)

=& (x(T))

where p € {1,2}, P : R? — R™ is assumed to be a given' affine map, and loss(-,-) :
R™ x ¥ —» R, is such that x — loss(x,y) is continuous for all y € Y, loss(x,y) # 0
whenever p(x) # J,, and loss(x,y) — 0 when ux —> ¢, in an appropriate sense
of measures (e.g. for the Wasserstein distance). Common examples of loss functions
include the cross-entropy loss for classification tasks

. e(Px)g
loss(Px, y) = —log W ) (7.1.3)
where Px € R™ and ¢ € {1,...,m}, in which case, p := softmax o P, or the mean

squared loss for regression tasks
_, L2
loss(Px,y) = HPX — Hﬁ
where now ¢ € Y C R™, in which case, u := P.

As each time-step of a discretization to (7.1.2) represents a different layer of the derived
neural network (7.1.1), the time horizon T' > 0 in (7.1.2) may serve as an indicator of the
number of layers MNayers in the discrete-time context. Thus, a good a priori knowledge
of the dynamics of the learning problem over longer time horizons is desirable in view of
discovering approximation and generalization properties of the trained neural ODE flow.
This perspective has been taken in [95] for L?>-regularized supervised learning problem.
Herein, we complete this study with new results and insights for L!-regularized learning
problems.

7.1.1 Setup

We assume we are given a training dataset {f“y]}fil where #; € X € R? and 7; € V.
We henceforth set d, := d x N, and consider stacked neural ODEs of the form

x(t) = f(x(¢), u(t fort € (0,T
(t) (O() d( ) (0,7) (7.1.4)
x(0) =x" € R%,
where T' > 0 and x° = [71,...,#n] € R%. The nonlinearity f : R% x R% — R% may
take the form
w b
f(x,u) =0 X+ | (7.1.5)
w b

for x € R% and u = [w,b] € R¥% with d, := d*> +d, and o € Lip(R) is defined

componentwise so that each component of f coincides with the canonical neural ODE
given in (7.1.2). Permutations may also be considered, e.g.
w b

f(x,u) = o(x)+ |- (7.1.6)

w b

n practice, P is either part of the optimizable parameters, or may be chosen at random. Whilst we
fix P for technical purposes, numerical experiments indicate that the results presented in what follows
persist when P is optimized as well.
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The key assumption we make in what follows is that f is 1-homogeneous with respect to
the parameters u, i.e.

f(x, au) = af (x,u) for all (x,u) € R% x R%™ and a > 0. (7.1.7)

This is clearly the case for f parametrized as in (7.1.6), whilst for (7.1.5), we shall
moreover assume that o is 1-homogeneous — a canonical example of such an activation
function is the ReLU o(x) = max{z, 0}.

Remark 7.1.1. Since o € Lip(R), for any x° € R% and u € L*(0,T;R%), (7.1.4) with
f as above admits a unique solution x € C°([0,T];R%). This can be shown by combining
a fized point and Gronwall argument to the integral formulation of (7.1.4).

The supervised learning problem we address in this work consists in minimizing, for
T > 0, a functional of the form

T T
Jr(u) ::/0 E(x(t))dt—i—/o llu(t)]]1 dt, (7.1.8)

over u = [w,b] € Uaq 7, where € denotes the empirical risk defined by

N
&(x(t)) := % Z loss(Px;(t), 7). (7.1.9)

Here x € C9([0, T); R%) solves (7.1.4), P : RY — R™ is a given affine map, and
od 1 1= {u € L'(0,T;R™): [u(t)]; < M ae. in (o,T)}

for a fixed thresholding constant M > 02. Finally, loss(-,-) : R™ x ) — R is assumed
to satisfy

loss(-,y) € Lip,,.(R™;R;)  and xieIIlRfm loss(x,y) =0, foranyye). (7.1.10)
This is the case for most losses considered in practice, including the ones defined in the
introduction that precedes. We shall make use of the entry-wise *-norm | - ||; on R%,
defined as [jul; := ZZ’;l lug| for u = [uy, ..., uq,] € R%. We emphasize that our results
would clearly hold for different norms on R% (e.g. the euclidean norm or max norm) by
the equivalence of norms.

7.1.2 Main result

We will be interested in studying the behavior of global minimizers to (7.1.8) and the
corresponding solutions to (7.1.4). Due to the fact that the empirical risk £(x(t)) is
regularized over the entire time interval [0, 7], one expects that any minimizer ur steers
the trajectories — as fast as possible — to a configuration for which €(xr(t)) is small, and
then remain in that configuration by using parameters of small amplitude, or eventually,
no parameters at all.

Throughout the paper, we will assume that the neural ODE can interpolate the dataset
{#;,4;},, either in finite or in infinite time, namely, we shall suppose that there exist
parameters such that its corresponding trajectory makes the training error € defined in
(7.1.9) vanish, either in finite or in infinite time.

Definition 7.1.2 (Interpolation). Let {Z;,7;}, be a given dataset with ¥; € X C R?
and y; € Y.

2The L'-regularization in (7.1.8) enforces the use of sparse parameters concentrated near ¢t = 0. We
include an L®°—constraint in the definition of {{,4 7 in order to prevent degeneracy.
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1. We say that (7.1.4) interpolates the dataset {T;, 4}, in time Ty > 0 if there
exists u € L>(0,Ty; R%%) such that the corresponding solution x € C°([0, Ty]; R )
to (7.1.4) satisfies

E(x(Tp)) =0.

2. We say that (7.1.4) asymptotically interpolates the dataset {%;,;}I¥, if there evist
To > 0, a function h € C*([Tp,00);Ry.) satisfying

. - . _
h(t) <0  fort>=1T, and tgnooh(t) 0,
and u € L= (R ;R%) such that the corresponding solution x € C°([0,00); R%) to
(7.1.4) satisfies
E(x(t)) < h(t) fort = Ty.

We consider asymptotic interpolation due to the occurrence of non-coercive losses which
do not attain their minimum, exemplified in the context of classification tasks with losses
such as the cross-entropy defined in (7.1.3). In fact, in Proposition 7.4.2 below, we prove
that, under suitable assumptions, the asymptotic interpolation property for the cross-
entropy loss holds with

h(t) = log (1 +(m— 1)6—%‘) :

where v > 0 is the margin defined by (we set [m] := {1,...,m})

= min { Px;(Ty)g — max Px;(Ty),;
Y S i( 0)y1 J€lml i(To);
J#Ys
On another hand, (finite-time) interpolation can be shown to hold, for instance, for f
as in (7.1.6) with loss attaining its minimum 0 and P surjective — see [75, 95, 237] for
results in this direction.

We are in position to state our main result, which ensures that any minimizer ugp of Jp
is sparse in the sense that ur = 0 on (T*,T) for some T* € (0,7]. Moreover, under
interpolation assumptions, we may provide estimates on the stopping time 7™ and the
training error &(xp(7%)).

Theorem 7.1. Let T > 0 and M > 0 be fived, and let ur € $hoq 1 be any (should it exist?)
global minimizer to Jr defined in (7.1.8), with & as in (7.1.9), loss satisfying (7.1.10)
and £ satisfying (7.1.7). Let xp € C°([0,T];R%) denote the corresponding solution to
(7.1.4). Then, there exists a time T* € (0,T] such that

ur(t)]1 = M for a.e. t € (0,T7),

llur ()]s =0 fora.e. t e (T*,T) (7.1.11)
and

E(xr(T™)) < &(xr(t)) fort e [0,T). (7.1.12)
Moreover,

1. If system (7.1.4) interpolates the dataset in some time Ty > 0 as per Defini-
tion 7.1.2, then there exists a time T(M) > 0 and a constant €(M) > 0, both
independent of T, such that

¢
T*<T(M) and E(xp(T%)) < (T)
30ne can show that a minimizer exists when f is as in (7.1.6) by means of the direct method in the
calculus of variations. However, for f as in (7.1.5), ensuring compactness does not appear straightforward.
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2. If system (7.1.4) asymptotically interpolates the dataset as per Definition 7.1.2,
there exists a constant €(M) > 0 independent of T such that

. M), (1 1
< 77 — _
N T (T)+M

and

eter(r) < SR (1) + 4

where h™1 denotes the inverse function of h.
Remark 7.1.3. A couple of pertinent remarks are in order.

e Observe that when h(t) in Definition 7.1.2 is such that h(t) ~ o (T™') as t ~ oo,
Theorem 7.1—-(2) implies that

T = o(T) and E(xr(T")) = o(1).

e On another hand we also observe that, having the stopping time T*, or at least
an upper bound of it, allows one to reduce the supervised learning problem to an
equivalent one over a shorter time-horizon but with a final cost, namely minimizing
a functional of the form

T+

-
Tp(u) == / E(x(t)) dt + / lu®)ll dt + (T — T*)E(x(T")).

When extrapolated to the discrete-time, ResNet context, a shorter time-horizon in
the optimal control problem can be interpreted as considering a shallower ResNet,
which naturally lowers the computational cost of the training process.

Remark 7.1.4 (Dimension reduction). A related concept to sparsity is that of coordinate-
wise sparsity — sometimes referred to as switching —, which is described by the property

uj(t)ur(t) =0  for jkeldy], j#k and  forae te(0,T).

In other words, this entails that at most one component of u(t) is non-zero at time t. We
refer the reader to the work of Zuazua [282] for a comprehensive overview of switching in
the context of linear systems (both finite and infinite dimensional). In [153], the authors
study the occurrence of coordinate-wise sparsity for infinite-time horizon optimal control
problems for nonlinear ODE systems, and stipulate that such a property occurs when one
considers a parameter regularization term of the form

2

T ) T [ du s
/0 @l +2 Y Juy@u) | dt = / ;mjw dt.

Jok €[du]
i#k

We refer to [11, 145, 152] for further related works on optimal control problems with L'~
regularization terms, but which do not apply to our setup due to underlying assumptions
on linearity or inifinite-time horizons.

The interest of this discussion stems from the possibility of interpreting coordinate-wise
sparsity and switching as allowing the flow to alternate dimensions over different time
instances in the discrete, ResNet context, which could allow for a variable width interpre-
tation of the neural ODE models. The role of £* —regqularization in signal compression and
dimension reduction by inducing sparsity is well explored (see, for instance, the seminal
works [80, 81, 43, 44]). Since our methodology for the proof of Theorem 1.10 essentially
relies on the homogeneity of the neural ODE with respect to the parameters and the invari-
ance of the L*(0,T;R%)-norm with respect to the induced scaling, it could be plausible
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to stipulate the occurrence of coordinate-wise sparsity in our finite-time horizon context
by adapting our arguments presented to the parameter reqularization just above, which
is also invariant by the induced scaling. We however leave the proof for a forthcoming
work.

In Figure 7.1 — Figure 7.4 below, we visualize* the conclusions of Theorem 7.1 on a
toy binary classification task () := {—1,1}) for the neural ODE (7.1.4) — (7.1.5) (we
use the scheme given in (7.1.1)), with ¢ = tanh, and using cross-entropy loss. We
set T = 15, M = 2.75, and work with the training dataset displayed in Figure 7.3
consisting of N = 3000 samples. We use an elementary trapezoidal rule for discretizing
the intervening integrals.

Parameter sparsity: M =8 Stability of norms

8 — Ju(t)]

t (layers) t (layers)

Figure 7.1: We depict a manifestation of the first part of Theorem 7.1 for a binary
classification task in the setup presented just above. Left: the sparsity of the optimal pa-
rameters ur = [wr, br| over time/layer with M = 8; Right: The norms of the associated
state trajectory and projected output (see Figure 7.3). One notes a phase transition at
the stopping time T ~ 3.

Decay of training error
— &x()

0.81

0.6 1
Figure 7.2: We also depict a manifestation %]
the second part of Theorem 7.1, which stip- 0o
ulates a bound of the training error at the
stopping time T ~ 3 — we in fact see that |
the training error stabilizes beyond the stop- 0 7 1 G M 10
ping time. t (layers)

7.1.3 Related work

We give a brief overview on some related literature.

Sparse approximation via neural networks. There is a plethora of works in the
literature on approximation theory regarding the universal approzimation properties of
multi-layer perceptrons. In [27] for instance, the authors derive lower bounds on the con-
nectivity and the memory requirements of multi-layer perceptrons guaranteeing uniform

4Software  experiments were done using PyTorch [214] (and may be found at
https://github.com/borjanG/dynamical.systems), using the Adam optimizer [159] and TorchDiffEq
library [61]. Experiments were conducted on a personal MacBook Pro laptop (2.4 GHz Quad-Core Intel
Core i5, 16GB RAM, Intel Iris Plus Graphics 1536 MB).
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Figure 7.3: We depict the evolution of the state trajectories of the neural ODE, in the
setting of Figure 7.1. Left: Initial configuration of training data; Right: Evolution and
the final configuration x;(7") of the trajectories, for i € [N].

Generalization outside training data

1.05
O train
O test 0.90
0.75
0.60
) 0.45
030 Figure 7.4: We see that the sparsely
015 trained neural ODE flow captures the
shape of the training dataset, and ac-
0.00
T

curately classifies the test data.

approximation rates for arbitrary function classes in L?(R%). A key caveat, as for all
universal approximation results, is that there is no guarantee that the training algorithm
will find the constructed parameters exhibiting the approximation property. On another
hand, our result, albeit specific to the dataset one considers, is guaranteed for the global
minimizer, which may be found by training.

Neural ODEs. The continuous-time neural ODE formulation of deep neural networks
has been used to great effect for improving computational training performance — for
instance, by using adaptive ODE solvers [61, 86] or indirect training algorithms based on
the Pontryagin Maximum Principle [181, 25] —, and also for modeling purposes, including
irregular time series modeling [234], and generative modeling through normalizing flows
[120, 60]. It should be noted that the origins of continuous-time supervised learning go
back to the 1980s — the neural network model proposed in [141] is a differential equation,
whereas in [179] back-propagation is connected to the adjoint method arising in optimal
control. Related works include studies on identification of the weights from data [6, 7]
and controllability of continuous-time recurrent networks [247, 248].

Long-time optimal control. The behavior displayed in Theorem 7.1 is somewhat
reminiscent of the well-known turnpike property in optimal control and economics: over
long time horizons, the optimal pair (ur(t),x7(t)) should be "near" the optimal steady
pair (us, zs), namely a solution to the problem

inf E(xs) + [|u subject to f(xs,u) = 0.
e+l ject to (., u)
Note that, due to the 1-homogeneity of f, we have f(x,0) = 0 for all x € R%. Hence,
at least when € attains its minimum (e.g. regression tasks), we can deduce that (0,x"),
where x € R% is any zero of &, designates an optimal stationary solution. In [95, 96],
the authors prove that, when an L?-regularization term for the control is considered in

211



Chapter 7. Sparse approximation in learning via Neural ODEs

the functional Jr, an exponential decay estimate for the training error and the optimal
parameters can be obtained at any time ¢ € [0,7]. Thus, at least heuristically, whereas
in Theorem 7.1 one sees a sharp phase transition for the optimal parameters at time T,
in the L?-regularized results, this transition is somehow diffused and compensated by an
exponential decay.

We also refer the reader to the recent work [126] for a study of linear problems with
L'-penalties.

7.1.4 Outline

The remainder of the paper is organized as follows. In Section 7.2, we provide some
necessary backbone results which mainly rely on the homogeneity of the neural ODE
with respect to the parameters. We tackle the proof of Theorem 7.1 in Section 7.3. We
provide a proof of the asymptotic interpolation property for ReLU activated neural ODEs
for the cross-entropy loss in Section 7.4.

7.2 Preliminary lemmas

A key point in our forthcoming arguments is the possibility of scaling a trajectory of a
neural ODE set in a time-interval [0, Tp] into a trajectory of the same neural ODE but
set on a time-interval [0, T1].

Lemma 7.2.1. Let Ty > 0, 79 € R, ug, € L'(0,Tp; R%), and let x7, € C°([0, Tp]; R%=)
be the unique solution to (7.1.4) on [0,Ty] associated to ug,. Let T > 0, and define

Ty Ty
UT(t) = TUTO <tT) fOT’t € [O,T],
and
To
x7(t) = x7, (tT> fort €10,T7.

Then x7 € C°([0, T]; R%) is the unique solution to (7.1.4) associated to ur.

Such time-scaling arguments are standard in the context of driftless control affine systems,
and is used, for instance, in the proof of the Chow-Rashevskii theorem, see [69, Chapter
3, Section 3.3]. We omit the proof, which is straightforward.

We now state and prove a result which ensures that when minimizing a functional of the
form Jr defined in (7.1.8) over .4 7, one only needs to take into account sparse param-
eters saturating the constraint ||u(t)||1 < M until the function ¢t — E(x(t)) reaches its
minimum over the interval [0, T].

Let us begin by making precise what we mean by sparse parameters.

Definition 7.2.2 (Sparse parameters). Let M > 0 and 0 < T* < T be fivzed. We say
that the parameters u = [w,b] € Uoq 7 are sparse in (0,T*) if

lu®)]1 =M for a.e. t € (0,T%), (721
[lu(®)|lL =0 for a.e. t € (T*,T). (7.2.2

~— —

For any T > 0, we denote by Us, 7+ the subset of U,q 7 consisting of parameters which
are sparse in (0,T*).

Proposition 7.2.3. Let loss(,-) : R™ x ¥ — Ry satisfy (7.1.10), and let T > 0 and
M > 0 be fized. Let up = [wr,br] € Yaa, v be a global minimizer of Jp defined in (7.1.8),
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and let xp be the corresponding unique solution to (7.1.4). Then ur € sy 1+, where T
is defined® as

T* := min {t €10,T]: E(xr(t)) = min E(XT(S))} .
s€[0,T]
The core of the proof lies in the following lemma, which ensures that if an admissible
pair of parameters does not saturate the L°°—constraint before some time 7%, then it can
always be improved by means of the scaling property from Lemma 7.2.1.

Lemma 7.2.4. Let up € Upqr and T* > 0 be as in Proposition 7.2.3. Assume that, for
some 0 € (0, 1), there exists a finite collection of disjoint non-empty intervals {(a;, b;)}7_,
with (a;,b;) C (0,T%) for which

J
lur(@®)|l, < (1 —-0)M forae. te U(ai, b)), (7.2.3)
i=1
and
3
E(xr(t)) — E(xp(T*)) =0 forall t € U(ai,bi) (7.2.4)
i=1
hold. Then, there exist parameters u € Uaq v satisfying
u(t) =0 fora.e. te (T*—1,T), (7.2.5)
and
Jr (@) < Jr (ur) — 07,
where
3
T = GZ(bi a;)
i=1

We may now provide a proof to Proposition 7.2.3.

Proof of Proposition 7.2.3. We argue by contradiction. Suppose that ur € Usq 7 is a
global minimizer of Jp such that ur & s 7+, where T > 0 is defined as in the statement.
Hence, either condition (7.2.1) or condition (7.2.2) do not hold.

Case 1: (7.2.2) does not hold. Let us suppose that condition (7.2.2) does not hold.
Consider w € ,q 7 defined as

v Jur(t) for te€[0,T7]
ut) = {0 for te (T*,T].

By the 1-homogeneity of f with respect to u, we have f(-,0) = 0, and so
X(t) =x(T™) = xp(T7), for ¢t € [T*,T].
In view of the definition of T, the above identity implies that
T T
/ E(R() dt < / £ (xr (1)) dt.
0 0

In addition, the fact that (7.2.2) does not hold implies that

T T*
/O (@)l dt = /0 Jur ()] dt

T* T T
< / lur (@) dt + / lur(8)] dt = / Jur (8] dt.
0 * 0

T

5Note that the min defining T* is clearly well defined, as the set in question is bounded, and also

closed as the preimage of the singleton rr[linT] S(XT(S))} under the continuous map ¢t — &(x(t)).
se|0,
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We thus deduce that Jr (@) < Jr(ur), which contradicts the optimality of up.

Case 2: (7.2.1) does not hold. If (7.2.1) is not fulfilled, then there must exist # € (0, 1)
such that the set
Ay = {t € (0,77 : Jur@®)], < (1 - e)M}

has positive Lebesgue measure, namely p(Agy) > 0 where p(-) henceforth denotes the
Lebesgue measure. Now, note that for a fixed § € (0,u(Ap)), using elementary set
theory we have

Ao (0,T% —8) = Ag\ ((o,T*) \ [T* -6, T*)) = Ap\ [T" —6,T%),
whence the set
By :=AynN (O,T* — 5)

also has positive Lebesgue measure: p(By) > 0. By classical results in Lebesgue measure
theory (see [273, Thm. 3.25]), for all € > 0 there exists a finite collection of disjoint

nonempty intervals {(a;, bi)}?:(i), with (a;,b;) C (0,T* — §), such that the set

OE = U(al,bl)
i=1
satisfies
w(0:\Byg) <e and p(Bp\O,) <e. (7.2.6)
This implies in particular that
1(0c) > pu(Bg) —e. (7.2.7)

Now let € € (0, u(By)) be arbitrary and to be fixed later, and let {(ai,bi)}?:(i) be the
corresponding collection of disjoint intervals satisfying (7.2.6), with O, denoting the
union of these intervals as defined above. Set

{uT(t) for t € (0,T)\ (O. \ By)

“(t) =
v =1, for t € O, \ By.

Since ur € Uaq,7, it may be seen that
|lu(t)|l, < M for a.e. t € (0,T).

Now let x¢ denote the solution to (7.1.4) associated to u. By virtue of the specific form
of f, the Lipschitz continuity of o, and the Gronwall inequality, we may readily deduce
that there exists a constant Cy, = C1(T, M, N) > 0 independent of € such that

T
x5 (t) — xT(t)H1 < Cl/ [|us(s) — uT(s)H1 ds forte|0,T). (7.2.8)
0
On the other hand, by using (7.2.6), we also deduce that
T
/ Hua(s)—uT(s)Hlds < Mp (0. \By) < Me. (7.2.9)
0
Combining (7.2.8) and (7.2.9) leads us to
x5 (t) = xz(t)||, < C1Me for ¢ € [0, 7.
Now clearly, since x7 € C°([0, T]; R%), the stacked trajectory xr(#) remains in a compact
set of R% for all t € [0,7]. Hence, by the locally Lipschitz character of loss(~,fg’), the
estimate

‘E(XE(t)) - E(XT(t))‘ < CuMe, (7.2.10)
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holds for some Cy = Co(T, M, N,loss) > 0 independent of ¢, and for all ¢t € [0,7]. On
the other hand, using only the definition of 7™, one sees that there exists some v > 0
such that

E(xr(t)) —v = E(xr(TY)) for all ¢t € [0,T" — 4. (7.2.11)

Estimate (7.2.10) combined with (7.2.11) yields
E(x*(t)) — E(xp(T™)) = v — Ca Me for all t € [0, T" — 4].

Since € € (0, 1(Byg)) is arbitrary, we choose ¢ small enough to ensure that v — CoMe > 0.
Setting
0" :=min {0,y — CaMe},

we observe that, by definition, u® satisfies
lu ()], < (1—6%)M, for a.e. ¢t € O,

and moreover,

E(x*(t)) — E(xp(T™)) = 6 for all t € O,

holds. We may thus apply Lemma 7.2.4, which ensures the existence of parameters u®
for which
Jr (@) < Jr (uf) — (0%)*1 (0.) (7.2.12)

holds. As a consequence of (7.2.9) and (7.2.10), we have
Jr (w®) < Jr (ur) + (1 + CoT) Me,
which, when combined with (7.2.12) and (7.2.7), yields
Jr (@) < Jr(ur) + (1 + CoT)Me — (6*)*(u(Bg) — ¢).

Looking at the above inequality, we may note that, by choosing € > 0 sufficiently small

*\2
(for instance € < % suffices), we may ensure that

Jr(Uen) < Jr(ur),
which contradicts the optimality of up. This concludes the proof. O
We conclude this section with a proof of Lemma 7.2.4.

Proof of Lemma 7.2.4. We will argue by induction over the number of intervals J > 1,
constructing appropriately the parameters @ explicitly in each step via affine transfor-
mations of ur — the desired estimates will follow by using the time-scaling invariance of
the L'-norm of the parameters.

Step 1). Initialization. Let us first assume that J = 1. Consider

’LLT(t) for te (0,&1)
by —a; b1 —ay
t— for t
) = d o = aluT (( al)c1 — —|—a1> or t € lay, c1)
ur (t—l—bl—cl) for t € [Cl,T*—(bl—Cl)),
0 for t € [T* — (bl — Cl), T),

where ¢; € (a1,b1) is chosen so that

by —ax

C1 — aq

which is equivalent to
bl — C1 :9(b1 —(11) =:T.
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Observe that as a consequence of (7.2.3), the parameters u(t) satisfy the constraint
|a(t)|l, < M for a.e. t € (0,7). In addition, by virtue of the choice of ¢, and the
definition of 7, u(t) also satisfies (7.2.5). Now, making use of the scaling provided by
Lemma 7.2.1, and the fact that £(-,0) = 0, one can check that the state trajectory
X(t) associated to u(t) is exactly given by

x7(t) for t€[0,aq)
b1 — a1
(1) = X7 ((t—al)Cl_a1 +a1> for t € [a1, c1)
XT (t+blfcl) for t e [cl,T*—(blfcl)),
x7(T™) for te€[T*—(by — 1), T).

Moreover, observe that since 7 := by — ¢q,
EX(t)) = E(xp(T™)) fort € [T" —7,T). (7.2.13)

Let us now evaluate the functional Jr along . We start by computing the L'-norm
of u:

al T*,(blfcl)
2l 21 0,7 man) :/O [z ()]l dt+/ ur(t+ b1 —c)lly dt
c1
by —a; [ by —a
+ = 1/ uT((t—tl)l 1+a1> dt
C1 — a1 Jg, c1— aq 1
< lurll o rmauy » (7.2.14)

where we made use of the elementary changes of variables

by —ay

t—t+(by—c1) and tr— (t—aq) +aq

€1 —ax

for the second and third integral respectively. On the other hand, by virtue of
(7.2.13), the assumption (7.2.4), and the fact that

E(er (")) = min £(er(s))

via definition of T, the same chain of change of variables as above can be used to
estimate the integral of the training error in as follows:

/OT (e(i(t)) - a(xT(T*))) dt = /0 <S(XT(t)) - 8(XT(T*))> dt

Zi :Zi /:1 (8<XT(S)) - S(XT(T*))) ds
R .

1-60
.-
[ (Exr(s)) ~ eer(z)) ds
b1
T
< / (S(XT(t)) - S(XT(T*))> At — 02(by — ay).
0
By combining the above inequality with (7.2.14), it follows that

Jr (ﬂ) < Jr (UT) — Qz(bl — al).

The statement of the Lemma thus holds for J = 1.
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Step 2). Heredity. Let us suppose that, for some n > 1, the statement of the lemma holds
whenever J = n, and let ur satisfy (7.2.3) and (7.2.4) with 3 = n + 1. Assume
without loss of generality that aq > a; for all i € {2,...,7}. Using precisely the
same argument as in Step 1, we can construct a pair of parameters w; satisfying

uy(t) =0 for a.e. t € (T" — 1, T)
with T = 9(b1 — al), and
Jr(w) < Jr (ur) — 0%(by — ay),

and which is such that w; (¢) = ur(t) for all ¢ € (0,¢1). Now observe that, since
ay > a; for all 4 > 2, and in view of (7.2.13), it follows that @, satisfies (7.2.3) and
(7.2.4) with 3 — 1 = n number of intervals and with T} = T* — 7y instead of T*.
By the induction hypothesis, we conclude that there exists an admissible pair of
parameters u € il,q 7 such that

u(t) =0 for a.e. t € (Iy — 7,7T)

with 7 =6 Zgzz(bi —a;), and

J
Jr (U) < JT(ﬂl) -9 Z(bZ — ai)
=2
J
< JT (UT) — 92 Z(b’ — G,i).
i=1
This concludes the proof. O

7.3 Proof of Theorem 7.1

We are now in a position to complete the proof to Theorem 7.1.

Proof of Theorem 7.1. Properties (7.1.11) and (7.1.12) for the minimizers of Jp follow
directly from Proposition 7.2.3. Let us give the proof of the statements (1) and (2) in
Theorem 7.1.

Proof of (1). If the interpolation property holds, then there exist Tp > 0 and a pair
of parameters ur, = [wr,,br,] € L>(0,Tp;R%) such that the associated trajectory
x7, € C°([0,To); R9) of (7.1.4) satisfies &(x7,(Tp)) = 0. Set

To ||z, || oo (0,7 ;R )
Tl = M )

and consider the pair up, = [wr,, by, ] defined by

M T
ur, (t) = ur, (t0> for ¢ € (0,T1).
HUToHLoo(o,TO;Rdu)

Observe that up, € Laq,1,. Furthermore, in view of Lemma 7.2.1, the associated solution
xr, to (7.1.4), is given by x7, (t) = x1, (t%), and hence,

8(XT1 (Tl)) =0.
Now for any T' > 0, we define u € i,q4,7 by

Z(g) — ur, (t) fort e (0,7)N(0,T1)
“h =10 for t € (0,T)\ (0,T7).
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Then, it follows that

In(@) < /OTI E(xr, (1)) dt + M Ty

_ |, ||Loo(o,To;Rdu)
M
Ci(ur,)

= <L + Colury), (7.3.1)

To
/ & (xry (1)) dt + [[uzy | oo o 1pm00) To
0

where C;(ur,),Ca(ur,) > 0 are independent of T" and M. In view of (7.1.11), any
minimizer up of Jr satisfies up € Usp p+ for some T € (0,T]. Hence, using (7.3.1), we
obtain

T
JT(UT) =MT* +/0 E(XT(t)) dt < JT(E)

Cl (uT )
< M ) (UTO)~
From the above estimates, we deduce that
T* < Cl(uTo) + 02(UT0) — T(M)

M? M
Moreover, using (7.1.12), we also deduce that

TE(xr(T7)) < Jr(ur) < Jr(w)

which implies (1), as desired.

Proof of (2). If the asymptotic interpolation property holds, then there exist Ty > 0, a
function h as in Definition 7.1.2, and a pair of parameters uf = [wT, bT] € L®(Ry;Rd)
such that the corresponding solution x' to (7.1.4) satisfies

E(xT(t)) < h(t) for all t > Tp. (7.3.2)

Combining this knowledge with the continuity of the map t — &(x'(¢)), we can readily
deduce that there exists a constant Cy > 0 depending only on T > 0 such that

e(xf(t)) < Co for t > 0.

On another hand, we know by (7.1.11) that there exists T* > 0 such that ur € HUsp 7-.
Whilst we cannot give an upper bound for 7 which is uniform in 7', we will prove that
there exists a constant €(M) > 0, independent of T', such that

< C(J\ff)h—l (;) n % and  E&(xp(T%)) < %h—l (;) +% (7.3.3)

hold for any T > ﬁ Observe that, by virtue of Definition 7.1.2, the function h is a
bijection from (0, 00) to (0, h(Tp)), and so h=' (7) is clearly well defined for all T’ > ﬁ

Let us henceforth denote Y,
m:=

)

[t ||L°° (R4 ;Rdw)

and we define the auxiliary parameters u* € L (R ;R%) by

ut(t) = muf (mt) for t € R4
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For any 77 > 0, we also define

) ut(t) fort € (0,T]
u =
n 0 for t > T7.

Observe that ur, € iyq,r for any T > 0. By virtue of Lemma 7.2.1, the state trajectory
associated to up, is precisely

(1) = {XT (mt) for t € (0,11)

x| (mTy) fort>T.

Now, in view of the definition of ur,, for any 7" > 0, we have

Jr(ur,) < /Tl € (x' (tm)) dt + (T — T1) 4+ € (x' (Tym)) + M T}
0
< (Co+ M)Ty +TE (xN (Tim)) (7.3.4)

were (T'— T1)4 = max{0, T'— T1 }. We use this term in order to cover the case when
T <1T.

Let us now prove (7.3.3) using (7.3.4). For any T > ﬁ, we set

1 1
Ty :=—ht[=]).
= (7)

Combining the optimality of up with (7.3.4), and the fact that up € s, 7+ for some
T* € (0,T], we obtain

T
JT(uT>:MT*+/O &(xr(t)) dt < Jp(ur,)

<e(M)h! (;) +Te (XT (h_l <;)>> ’

for any T > ﬁ, where the constant

C(M) = L)g M)

is clearly independent of T'. The last inequality, combined with (7.1.12), (7.3.2), and the
fact that A~! is non-increasing, allows us to deduce that

1 1
MT*+TE&(xp(T*) <EM)h™ = | +1 for all T > ~——.
+ T E(xp(T")) < (M) (T> + or all T > H(To)
The estimate just above implies (7.3.3), and the desired statement (2) then follows. This
concludes the proof. O

7.4 An example of asymptotic interpolation

In this section, we present an example of a typical case arising in practical applications
where the asymptotic interpolation property in Definition 7.1.2 is expected to hold. In
such a scenario, one may use the statement (2) of Theorem 7.1 to give quantitative upper
bounds for the stopping time 7™, as well as for the training error &(xr(7%*)). We shall
consider a classification problem for which we are given a training dataset {Z;, 7}V .
Here, each input Z; is a vector in X C R?, and the labels ¢; are elements in Y := [m],
and we henceforth make use of the notation [m] :={1,...,m}.
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We focus on neural ODEs of the form (7.1.5), i.e. for any i € [N] we consider

%xi(t) = o(w(t)x;(t) + b(t)) for te (0,T) (74.1)

X (0) = Q fi, o

where T > 0 is arbitrarily chosen, the state x(t) evolves in R4*™ and o(x) = max{x, 0}.
Moreover, £ is the simple linear transformation

Qx:[ldd]x for z € RY,
Om,,d

which canonically embeds R? into R¥*™ (as used in [86], for instance). Here and hence-
forth, Id; € R4*? denotes the identity matrix, and 0,, 4 € R™*% is a zero matrix. Finally,
we define the linear map P : R*™ — R™ as

Px = [Op.q 1d,] x for x € R4T™, (7.4.2)

and we focus on the cross-entropy loss for multi-class classification, defined in (7.1.3).

Note that the cross-entropy loss defined in (7.1.3) is strictly positive for any input in
R™ x Y and thus, we cannot expect to find parameters [w,b] for which the associated
training error of the neural ODE trajectory &(x(7")) equals 0. However, we could render
the latter small if we could find parameters [w, b] such that, for any ¢ € [N], we have

PXZ(T)?L > max PXi(To)j.
j€[m] '
J#Ys
This motivates the following discussion. We shall prove that the flow of the neural
ODE (7.4.1) just above asymptotically interpolates the dataset {i;, %}~ , in the sense
of Definition 7.1.2, whenever there exist parameters [w,b] which accurately classify the
points in the data set in finite time, by which we mean the following.

Definition 7.4.1. Let Ty > 0. We say that the parameters [wo,bo] € L>(0,Ty; R%)
accurately classify the dataset {%;,7;}¥., if, for any i € [N], the solution x; to (7.4.1)
on [0,Tp] corresponding to [wo, by, satisfies

Px;(Ty)g, > mf‘ix] Px;(Tp)
JEM
J7Yi

j.

The following result then holds for the cross-entropy loss and the ReLU activated neural
ODE flows in (7.4.1).

Proposition 7.4.2. Assume that there exists a time Ty > 0 and parameters [wg, bg] €
L>(0, Ty; R%«) which correctly classify the dataset {Q fi,g]i}ﬁvzl by means of (7.4.1) in
time Ty in the sense of Definition 7.4.1. Then, the asymptotic interpolation property as
per Definition 7.1.2 holds with

h(t) = log (1 + (m— 1)6_7&7%) ,
where v > 0 is the margin defined by
v := min { Px;(Ty)y — max Px;(Tp);

i€[N] J€[m]
J#Yi

Before proceeding with the proof, we may apply Theorem 7.1 to obtain the desired
quantitative estimates for the training error and the stopping time T™. Assuming that
the dataset may be classified accurately in time Ty > 0 by the ReLU activated neural
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ODE (7.4.1) with parameters of margin v, we obtain the following estimate for the

stopping time T*:
¢(M) m—1 1
"< ——= (To+1 1 —,
M <0+0g<70g(T—1))>+M

whenever T' > log (1 + (m — 1)e™7). For the training error on the other hand, we have

the estimate:
s (M) ~1 1
E(xr(T7)) < 5 <To + log (log (eT - 1))) +

We conclude this section with the proof of Proposition 7.4.2.

Proof of Proposition 7.4.2. Let us consider the pair of parameters
[wo (t), bo(t)] for t € [0, To]
[wl(t),0(1)] = 0a 0
wit), : d d,m
|:0m,d Idm:| 7Od+m for t > Ty

defined on R;. Let us note that, for any ¢ € [IN], the solution xj of (7.4.1) on Ry
associated to this pair then also solves

iy Og,a  Ogm| _t
X/(t)=o0 (|:0m,d Idm} X, (t)> for t € (T, 00)
x}(To) = xi(To),
where x;(t) is the solution to (7.4.1) on [0,Tp] associated to [wp,bg] for ¢ € [N]. Since
the weight in the system just above is a diagonal matrix, all components of the state
vector x;[(t) are mutually independent for all ¢ > Ty. We now define z;(t) := Px;r(t)
for t > 0 and ¢ € [N]. By virtue of the definition of P in (7.4.2), and the fact that
o(x) = max{z,0} > 0, we see that z;(t) > 0 for all ¢ > 0 and 7 € [N]. In view of all this,
it may be seen that z;(t) also satisfies
z;(t) = z;(t) for ¢ € (Tp, o0)
z;(1o) = x;(To),
for ¢ € [N], and thus
Px!(t) = z;(t) = z;(Tp)et ™ for t > Tp.

We now evaluate the cross-entropy loss along (ij (1), gj’i) for t > Ty. By the definition
of the margin v, we have

z;(To); < zi(Ty)y, —y  foralli e [N] and j€[m], j#,

ezi()g;
o €% )
e(z (To)e - To)y
1@ i(To)e!~T0); )

J

(TO)y1 To
g t(TO)y ~To + E ?g-' eZi (To)jet~To
+

which allows us to compute

loss (Px (1), —log

log

—log

zl(TO)’L/ ~To
eZi(To)y et~ TU (m_ )e(zi(To)gi—’Y)et_To

m—1)e” ve'” TO).

(1
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As the above inequality holds for any ¢ € [N], we conclude that, for all ¢ > Ty, we have
1 & n
—~et~To
g (x;(t)) < i Zloss (Px}(t),y]) < log (1 +(m—1)e " ) .
i=1

Defining h(t) := log (1 + (m— l)e_wethO), it is readily seen that h satisfies the proper-
ties required in Definition 7.1.2. This concludes the proof. O

7.5 Concluding remarks

In this paper, we have presented a manifestation of sparsity and approximation proper-
ties for L'-regularized supervised learning problems for neural ODEs. Our main result
ensures that any global minimizer wyp is sparse, in the sense that up = 0 on (T*,T)
for some T* € (0,7]. Moreover, under appropriate interpolation assumptions, we may
provide estimates on the stopping time 7* and the training error &(xr(77*)). When
extrapolated to the discrete-time, ResNet context, a shorter time-horizon in the optimal
control problem can be interpreted as considering a shallower ResNet, which naturally
lowers the computational cost of the training process.
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Conclusion

In this thesis, we presented various contributions on questions related to free boundary
problems and the foundations of deep learning, through the lens of control theory.

Our first contribution regards the controllability properties of several free boundary prob-
lems. By combining a plethora of classical and modern methods, we have concluded that
one may expect, in many cases, for the controllability properties to transfer from the PDE
(e.g. heat, Burgers) to its free boundary analog in one-dimension. This is mainly due to
the fact that the free boundary is space independent. Whilst not proven, we observe, in
the context of the two-dimensional Stefan problem, that the euclidean dimension of the
moving domain may play a role in the controllability properties (or lack thereof) of the
linearized system. In fact, the boundary controllability of the classical Stefan problem
(which is the zero-surface tension limit of the Gibbs-Thomson system in the uncontrolled
setting) may not be derived from the controllability of the Gibbs-Thomson system in
two space dimensions. This could in part be because of the fact that the free boundary
is space dependent, and the linearized classical Stefan problem is uncoupled and of cas-
cade form, with the free boundary condition manifesting itself as an infinite-dimensional
constraint on the control for the PDE component.

Our second contribution regards the turnpike property in finite and infinite dimensional
nonlinear optimal control. When the running target is chosen as a stationary solution
of the free nonlinear dynamics, we prove the exponential turnpike property without any
smallness conditions on the data or the target. Due to the specificity of our proof, we
bypass the usage of the optimality system or linearization techniques, which in turn
allows us to address finite-dimensional, control-affine systems with globally Lipschitz
nonlinearities, commonly encountered in the context of deep learning, and semilinear
PDEs with globally Lipschitz nonlinearities.

Our third contribution regards the role of the time horizon in deep supervised learning
problems with L? (or Sobolev) parameter regularization. We obtain several quantitative
approximation properties for the trained /optimal parameters and the associated neural
ODE flow with respect to the final time horizon, with the specific rate depending on the
loss function at hand. Moreover, due to an underlying homogeneity assumption of the
dynamics, we deduce that the final horizon scales inversely to the regularization hyper-
parameter in the cost functional. This allows us to obtain an equivalence between the
convergence of the final time horizon to infinity and the convergence of the regulariza-
tion hyperparameter to zero. The latter, combined with the convergence of the optimal
parameters to minimal norm parameters which interpolate the dataset in the regression
setting, allows us to stipulate generalization properties — namely, optimizing with a large
time horizon, which may be interpreted as a larger depth for ResNets, has the practically
desirable effect of making the training error close to zero, but by means of almost optimal
parameters. As elaborated in the open problems section, we expect a similar convergence
property of the parameters in the classification setting.

To enhance the decay rates of the training error, we proposed an augmented learning
problem by adding an artificial regularization term of the state trajectory over the entire
time horizon. We obtained an exponential rate of decay for the training error and for the
optimal parameters in any time— an improved estimate for the depth required to reach
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optimal training accuracy. Moreover, since the trained parameters are exponentially
small, this would entail that the flow would tend to oscillate little, and stipulate possible
generalization properties. In particular, this result indicates that there is no need to
consider too large final time horizons in such supervised learning problems.

All of our approximation results ought to be compared with universal approxima-
tion results, in which, a key caveat is that there is no scalable method to compute the
theoretically guaranteed parameters.

Our final contribution regards the appearance of sparsity patterns for supervised learning
problems for neural ODEs. In the context of the augmented learning problem with L'—
parameter regularization, under homogeneity assumptions on the dynamics (typical for
ReLU activations), we showed that the trained parameters are sparse in the sense there
exists a positive stopping time beyond which the optimal parameters vanish. In practical
terms, when extrapolated to the ResNet context, a shorter time-horizon in the optimal
control problem can be interpreted as considering a shallower ResNet, which lowers the
computational cost of training. We may also provide quantitative estimates on the stop-
ping time, and on the training error of the neural ODE trajectories at the stopping time.
The latter stipulates a quantitative approximation property of neural ODE flows with
sparse parameters, in line with what we had deduced for the L?-regularized problem.
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Conclusi6on

En esta tesis, presentamos diversas contribuciones sobre cuestiones relacionadas con prob-
lemas de frontera libre y la teoria fundamental del aprendizaje profundo desde el punto
de vista de la teoria de control.

Nuestra primera contribucién concierne las propiedades de controlabilidad de varios prob-
lemas de frontera libre. Combinando los métodos clasicos con otros mas modernos, se
puede esperar, en muchos casos, que las propiedades de controlabilidad se transfieran
desde la EDP (por ejemplo, la ecuacion del calor o de Burgers) a su analogo de fron-
tera libre en una dimensiéon. Esto se debe principalmente al hecho de que la frontera
libre es independiente de la variable espacial. Aunque no esta probado, observamos, en
el contexto del problema de Stefan en en dos dimensiones espaciales, que la dimensién
euclidiana del dominio puede ser relevante en las propiedades de controlabilidad (o falta
de ellas) del sistema linealizado. De hecho, la controlabilidad desde el borde del prob-
lema clasico de Stefan (que es el limite del sistema Gibbs-Thomson sin control cuando la
tension superficial tiende a cero) no puede se derivarse de la controlabilidad del sistema
Gibbs-Thomson en dos dimensiones espaciales. Esto podria deberse, en parte, al hecho
de que el frontera libre depende del espacio, y el problema clasico de Stefan linealizado
esta desacoplado teniendo forma de cascada, con el frontera libre manifestandose como
una restriccion de dimension infinita en el control de la componente EDP.

Nuestra segunda contribucién concierne la propiedad de Turnpike en problemas de control
optimo no lineal en dimension finita e infinita. Cuando el estado objetivo es una solucion
estacionaria de la dindamica libre, probamos la propiedad de Turnpike exponencial sin
imponer hipétesis de pequenez sobre los datos iniciales o el estado objetivo. Dada la
estrategia que proponemos para la demostracion, conseguimos evitar el uso del sistema
de optimalidad o técnicas de linealizacion, y de este modo, nuestras técnicas nos permiten
abordar sistemas de control afin en dimension finita con no linealidades globalmente
Lipschitz, que se encuentran comunmente en el contexto del aprendizaje profundo, y
EDP semilineales con no linealidades globalmente Lipschitz.

En nuestra tercera contribucion, estudiamos el papel del horizonte temporal en problemas
de aprendizaje supervisado profundo con regularizacién L? (o Sobolev) de los paramet-
ros. Obtenemos varias estimaciones cuantitativas de aproximacion para los parametros
entrenados / 6ptimos y para el flujo de la EDO neuronal asociada con respecto al hor-
izonte temporal, con una tasa de decaimiento especifica dependiendo de la funcién de
coste en cuestion. Ademas, bajo hipotesis de homogeneidad de la dinamica subyacente,
deducimos que el horizonte temporal escala inversamente al hiperparametro de regular-
izacion en el funcional de coste. Esto nos permite obtener una equivalencia entre el limite
cuando el horizonte temporal va al infinito y el limite cuando el hiperparametro de reg-
ularizacion va a cero. Por otro lado, se podrian estipular propiedades de generalizacién,
es decir, optimizar con un horizonte temporal grande, que podria interpretarse como una
ResNet de profundidad mayor, tiene el efecto deseable, a nivel practico, de hacer que
el error de entrenamiento sea cercano a cero sin sobreajustar. Como se explico en la
seccion de problemas abiertos, esperamos que los parametros tengan una propiedad de
convergencia similar en los problemas de clasificacion.

Para mejorar las tasas de decaimiento del error de entrenamiento, proponemos tam-
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bién un problema de aprendizaje aumentado, agregando un término artificial de regu-
larizaciéon de la trayectoria del estado en todo el horizonte temporal. En este escenario,
obtenemos una tasa de decaimiento exponencial para el error de entrenamiento y para los
parametros 6ptimos en todo el intervalo de tiempo. Este resultado permite deducir una
estimacién mejorada de la profundidad 6ptima requerida para alcanzar una precision de
entrenamiento prefijada. Ademas, dado que los parametros entrenados son exponencial-
mente pequenos, el flujo tiende a oscilar poco, y por tanto se podrian estipular posibles
propiedades de generalizacion. En particular, este resultado indica que no hay necesidad
de considerar horizontes temporales demasiado grandes en tales problemas de aprendizaje
supervisado.

Todos nuestros resultados de aproximacién deben compararse con los resultados de
aproximacion universal existentes, en los cuales, es importante senalar que no existe un
método escalable para obtener los pardmetros garantizados teéricamente.

En nuestra ultima contribucién, estudiamos la aparicion de patrones de tipo sparse
para problemas de aprendizaje supervisado mediante EDOs neuronales. En el contexto
del problema de aprendizaje aumentado con regularizaciéon L' de los pardmetros, bajo
supuestos de homogeneidad en la dindmica (tipico de las activaciones de tipo ReLU),
mostramos que los parametros entrenados son sparse en el sentido de que existe un
tiempo de parada positivo, mas alla del cual, los parametros 6ptimos son nulos. En
términos practicos, cuando se extrapola al contexto ResNet, un horizonte temporal mas
corto en el problema de control 6ptimo se puede interpretar como una ResNet menos pro-
funda, lo que reduce el coste computacional del entrenamiento. También proporcionamos
estimaciones cuantitativas para el tiempo de parada y para el error de entrenamiento de
las trayectorias de las EDOs neuronales. Este resultado estipula una propiedad de aprox-
imacién cuantitativa de los flujos asociados a EDOs neuronales con parametros sparse,
en linea con lo que habiamos deducido para el mismo problema de aprendizaje con reg-
ularizacion L2.
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